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A Three Week HANDS on SDP on “MACHINE LEARNING 

USING PYTHON” 

(14 Feb 2022 to 05 March 2022) 
 

A Three-Week SDP programme on “Machine Learning using Python” was 

successfully conducted in the Department of Electronics & Communication Engineering, 

on 14th Feb – 05th Mar 2022, in association with APSSDC. The SDP programme 

received an overwhelming response with overall 200 participants. 

The programme was inaugurated in the evening by Dr.N.Gireesh, Professor & 

Head, Department of ECE, Sree Vidyanikethan Engineering College, Ashreetha.B & 

Praveena.K (Coordinator, SDP). Followed by the felicitation the expert lecture was 

delivered by Lohitha on the topic Introduction to Machine learning (ML) On the whole 

the SDP received a lot of positive feedback from participants and it paved the way for 

participants to implement their Ideas in Machine learning. 

 

 
On Week 1 contents covered are Introduction to Machine Learning, Issues and 

Case studies, Descriptive statistics and Inferential statistics which is most essential for 

any learning algorithms. The last session covers Introduction to Python and problem 

solving in python. 

On Week 2 Session 1and Session 2 continues with problem solving using python 

followed Hackathon in Python using Xobin bootcamp online platform. Session 3 and 4 

covers Pandas for handling real dataset, Numpy for using mathematics library and 

Matplotlib for visualization using Jupyter notebook. For each of the content 



trainer solved one case study followed by second problem to be solved by the 

participants. All participants completely engaged with Python Hangover. 

On Week 3 Session 1 and 2 covered Randomized Algorithms for predictions, 

Binarization of the dataset, Confusion matrix and performance metrics for predictions 

like precision, accuracy and recall. Session 3 and 4 covers Linear regression, logistic 

regression and Multivariate regression for Raw Datasets and Actual data sets. 

Percepton which is a modeling of Human Brain Neuron and all are implemented with 

different datasets and observed the behavior of the Perceptron. Session 2 Covers 

most powerful classifier Naiive Bayes for different datasets. Session 3 and 4 covers 

Support Vector Machine and K Nearest Neighbor classifier with case studies. , Concept 

of Back Propagation,Linear Vector Quantization (VCQ) Principal Component Analysis, 

Natural Language Processing / Text Mining using Tensor flow and Recommendation 

Systems / Sentiment Analysis using Tensorflow. 
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