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Course Code Name of the course of Syllabus |in which Details
changed |are Highlighted

19MT10501 | Advanced Algorithms 73.3 1
19MT10502 | Advanced Data Structures 68.8 4
19MT10503 | Mathematical Foundations of Computer Science 100 7
19MT26302 | Wireless Sensor Networks 100 8
19MT10504 | Artificial Intelligence 100 9

%19MT10505 Data Warehousing and Data Mining 25.5 10
19MT10506 | Image Processing 100 13
19MT16303 | Cloud Computing 26.6 14
19MT10507 | Big Data Analytics 70 17
19MT10508 | High Performance Computing 100 20
19MT10509 | Machine Learning 100 21
19MT10531 | Advanced Algorithms Lab 100 22
19MT10532 | Advanced Data Structures Lab 54.5 23
19MT1ACO1 | Technical Report Writing 100 27
19MT20501 | Data Science 100 28
19MT20502 | Web Technologies 24.4 29
19MT26305 | Internet of Things 26.6 32
19MT20503 | Artificial Neural Networks and Deep Learning 100 35
19MT20504 | Computer Vision 88.8 36
19MT20505 | Data Preparation and Analysis 100 39
19MT20506 | Cyber Security 100 40 |
19MT20507 | Recommender Systems 100 41
19MT20508 | Soft Computing 100 42
19MT20509 | Virtual Reality and Augmented Reality 100 43
19MT20531 | Data Science Lab 100 44
19MT20532 | Web Technologies Lab 100 45
19MT2ACO01 | Statistics with R 100 47

Average 83.65
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No. of Courses where syllabus (more than 20%) has been changed 27
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M. Tech. (CS) - I Seamester
{19MT10501) ADVANCED ALGORITHMS
(Comman to C5 and CNIS)

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: A course on Design and Analysis of Algorithms,

COURSE DESCRIPTION:

Introduction to algorithm design technigues; Divide and comquer, greedy methods and dynamic
programming; Backtracking, branch and bound techniques and MNP-completeness; Meathods of advanced
graph theory; approximation algorithms and number theoretic algorithms; max flow and string matching
algorithms and randomizing algorithms.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€01, Perceive and apply the concepts of different algorithmic techniques to find selutions for a specific
problem.

C02. Design solutions for societal problems by applying the concepts from dynamic programming,
backtracking.

DETAILED SYLLABUS:

UNIT-I: The Role of Algorithms in Computing, Divide and Conquer, Greedy Methods (B Hours)
The Role of Algorithms in Computing: Algorithms, Analvzing algorithms, Designing algorithms,
Asymptotic notations,

Divide and Conquer: General method, Binary search, The maximum sub-array problem.

Greedy Meathod: General method, Job sequencing with deadlines, Knapsack problem, Huffman codes.

UNIT-II: Dynamic Programming, Back Tracking, Branch and Bound (10 Hours)
Dynamic Programming: Optimal binary search trees, (/1 Knapsack problem, Traveling sales person
prablem,

Back Tracking: N-Queen's problem, Graph coloring, Sum of subsets problem, Hamiltonian cycles.
Branch and Bound: LC Search, LIFD and FIFD branch and bound solutions of 01 Knapsack problem,

UNIT-III: NP-Completenass and Approximation Algorithms (9 Hours)
NP-Completeness: Pofynomial time, Palynomial ime verification, NP-completeness and reducibility, NP-
complatenass proofs, NP-complete problems.

Approximation Algorithms: The vertex-cover problem, The traveling salesman problem, The set-
covering problem, The subset-sum problem.

UNIT-IV: Max Flow and Number Theoretic Algorithms (9 Hours)
Max Flow: Flow netwaorks, Ford-Fulkerson method, Maximum Bi-partite matching.

Number Theoretic Algorithms: Elementary number theoretic notions, Greatest common  divisor,
Modular arithmatic, Solving modular linear eguations, The Chinese remainder theoram.

UNIT-V: String Matching Algorithms, Probabilistic and Randomized Algorithms (2 Hours)
String Matching: The Maive string-matching algorithm, The Rabin-Karp algorithm, String matching with
finite automata, The Knuth-Morris-Pratt algorithm,

Randomizing Deterministic Algorithms: Monte Carlo and Las Vegas algorithms, Probabilistic numeric
algarthms.

Total Hours: 45
TEXT BOOKS:
1. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, Cliford Stein, Introduction to Algorthms,
PHI Learning, 3" Edition, 2009.
2. Ellis Horowitz, Sartaj Sahni, and 5 Rajasekaran, Fundamentals of Computer Algarichms, Universities
Press, 2 Edition, 2008,

REFERENCE BOOKS:

1. Michaal T. Goodrich, Roberto Tomassia, Algorlthm Design: Foundatlons, Analysis and Intemet
Examples, Wilay, 2002,

2. Adrian l., Bondy, U.S.R.Murty, Graph Theory, Springer, 2008,



SAEE VIDYANIKETHAN ENGINEERING COLLEGE {Autonomous)
Department of Computer Science and Engineering
M.Tech (CS) I-Semester
(16MT12502) DATA STRUCTURES AND ALGORITHMS
{(Common to SE and CS})

Ext.
Int. Marks Marks Total Marks L T P C
40 60 100 4 - = 4

PREREQUISITES: A course on "Computer Programming”.
COURSE DESCRIPTION:
Introduction to Data Structures and Algorithms; Searching and Sorting;
Trees and Graphs; Divide and Conguer: Greedy method; Dynamic
Programming, Back Tracking; Branch and Bound.
COURSE OUTCOMES:
After successful completion of this course, students will be able to:
1. Gain knowledge on:

= Linear data structures induding Stack, Queue and Linked
Lists and Mon-linear data structures like Trees and
Graphs.

e [Divide and Conguer Methed, Greedy Method, Dynamic
Programming, Backtracking and Branch & Bound
algorithms.

2. Analyze the efficiency of algorithms using space and time

complexities.
3. Solve real world problems using algorithm design technigues.
4. Apply Dynamic programming techniques to provide software
salutions.
DETAILED SYLLABUS:
UNIT-I: INTRODUCTION TO DATA STRUCTURES AND
ALGORITHMS
{10 Periods)
Data Structures: Review of Data Structures - Stack, Queue, Circular
Queua, Linked Lists, Applications, Algorithm Analysis: Efficiency of
algorithms, Apriori Analysis, Asymptotic Notations, FPolynomial vs
Exponential Algorithms, Average, Best and Worst Case Complexities,
Analyzing Recursive Algorithms.
UNIT-II: SEARCHING, SORTING AND TREES & GRAPHS
{10 Periods)

Searching and Sorting: Linear Search, Fbonacc Search, Counting
Sort, Bucket Sort, Radix Sort, Trees and Graphs: Introduction to
trees, representation of trees, binary trees, binary tree traversal
techniques, Introduction to graphs, representation of graphs, graph
traversal technigues.



UNIT-III: BINARY SEARCH TREES, AVL TREES, B- TREES AND
HASH TABLES (10 Periods)
Binary Search Trees: Definition, Operations, Applications, AVL Treas:
Definition, Operations, Applications, Heaps: Definition, Heap
Implementation, Applications, Hash Tables;: [Definition, Hash
Functions, Applications.
UNITI-IV: DIVIDE AND CONQUER & GREEDY METHODS
{10 Periods)
Divide and Conquer: General Method, Binary Search, Finding
Maximum and Minimum, Quick Sort, Merge sort, Strassen’s Matrix
Multiplication.
Greedy Method: General Method, Job sequencing with deadlines,
Minimum Cost Spanning Tree and Single Source Shortest Path.
UNIT-V: DYNAMIC PROGRAMMING, BACK TRACKING & BRANCH
AND BOUND (11 Periods)
Dynamic Programming: General Method, All Pairs Shortest Path, 0/1
kKnapsack problem, Traveling Salesperson Problem, Back Tracking:
General Method, 8 - Queen's Problem, Graph Coloring, Branch and
Bound: General Method, LC Search, LIFD and FIFC branch and bound
solutions of 0/1 Knapsack Problem,
[Total Periods: 50]
TEXT BOOKS:
1. G. A M. Pai, "Data Structures and Algorithms: Concepts,
Technigues and Applications, ” 17 Edition, Tata McGraw Hill, 2008.
2. Ellis Horowitz, Sarta) Sahni, and Sanguthevar Rajasekaran,
"Fundamentals of Computer Algorithms,” 2™ Edition, Universities
Press (India) Pvt. Ltd, 2008.
REFERENCE BOOKS:
1. Richard Gileberg, Behrouz A. Forouzan, "Data Structures: A
Pseudocode Approach with C, " Second Edition, 2007.
2. Mark Allen Weiss, "Dats Structures and Algorithm Analysis in
C++,"
3™ Edition, Pearson Education, 2007.
3. Bartaj Sahni, "Data structures, Algorithms and Applications in C++,”
2" Edition, Universities press (India) Pvt, Ltd., 2005,



M. Tech. (C5) - I Semester
(19MT10502) ADVANCED DATA STRUCTURES
(Comman to CS and CNIS)

Internal Marks External Marks Total Marks L T F
40 &0 1040 3 3

PRE-REQUISITES: Courses on Computer Programming and Data Structures,

COURSE DESCRIPTION:
Intreduction to elementary data structures incuding stacks, gueues, and lists, analysis of algorithms and
recurrences, Trees and Graphs, Skip lists, Computational Geometry, Heap and Hash tablas.

COURSE OUTCOMES:

On successful completion of the couwrse, students will be able to:

C01. Develop approprate data structures for efficient storage and retrieval of data,

C02. Choose appropriate data structures, understand the ADT/libraries, and use it to solve a specific

problem,
DETAILED SYLLABUS:
UNIT-I: Introduction to Data Structures (2 Hours)
Introduction to Data Structures: Types of data structures, time and space complexity, Asymptotic
notations.

Recurrences: The substitution method, Recurrence tree method, Master's theorem for solving recursions.
Elementary data structures: Stacks and its applications, Queues - Circular CQueuse, Dequeus,
applications; Linked lists implementations and its types,

UNIT-II: Trees {10 Hours)
Trees: Representation and applications of trees, Binary trees, Expression trees, Binary Search Trees, AVL
Trees, Red Black Trees, B-Trees, Splay Trass, Sets and maps implementation.

UNIT-III: Graphs and Skip Lists {10 Hours)
Graphs: Basic terminologies of graphs, Representation and applications, Graph traversal techniques,
Minimum spanning trees, Maximum Bipartite Matching, Minimum cost flow,

Skip Lists: MNead for Randomizing data structures and algorithms, Search and update operations on skip
lists, Probabilistic analysis of skip lists, Deterministic skip lists.

UNIT-IV: Heaps and Hash Tables (9 Houirs)
Heaps: Definition, Heap Implementation, priority gueuwes, Applications, Binomial heaps, operations on
binemial heaps, Fbonacci heaps, Mergeable heap operations, decreasing a key and delete a node,
Bounding @ maximum degree,

Hashing: Definition, Hash functions and problems, Collision resolution technigues, Universal hashing,
Applications.

UNIT-V: Computational Geometry {7 Hours)
One dimensional range searching, Two dimensional range searching, Constructing a priority search tree,
Searching a priority search tree, Pricrity range trees, Quad trees, k-D Trees.

Total Hours: 45

TEXT BOOKS:

1. Mark Allen Weiss, Data Structures and Algorithm Apalysis in C4++4, Pearson, 4 Edition, 2014,

2. Michael T. Goodrich, Roberta Tomassia, Algorithm Design: Foundations, Analysis and Intemet
Examples, Wiley, 2002,

REFERENCE BOOKS:

1. Sartaj Sahni, Data Structures, Algerithms and Applications in T4, Universities Press, 20 Edition,
2005.

2. Richard F. Gilberg, Behrowz A, Forouzan, Data Structures: A Pseudacode Appraach with C, Cengage,
2™ Edition, 2007.



SAEE VIDYANIKETHAN ENGINEERING COLLEGE {Autonomous)
Department of Computer Science and Engineering
M.Tech (CS) I-Semester
(16MT12502) DATA STRUCTURES AND ALGORITHMS
{(Common to SE and CS})

Ext.
Int. Marks Marks Total Marks L T P C
40 60 100 4 - = 4

PREREQUISITES: A course on "Computer Programming”.
COURSE DESCRIPTION:
Introduction to Data Structures and Algorithms; Searching and Sorting;
Trees and Graphs; Divide and Conguer: Greedy method; Dynamic
Programming, Back Tracking; Branch and Bound.
COURSE OUTCOMES:
After successful completion of this course, students will be able to:
1. Gain knowledge on:

= Linear data structures induding Stack, Queue and Linked
Lists and Mon-linear data structures like Trees and
Graphs.

e [Divide and Conguer Methed, Greedy Method, Dynamic
Programming, Backtracking and Branch & Bound
algorithms.

2. Analyze the efficiency of algorithms using space and time

complexities.
3. Solve real world problems using algorithm design technigues.
4. Apply Dynamic programming techniques to provide software
salutions.
DETAILED SYLLABUS:
UNIT-I: INTRODUCTION TO DATA STRUCTURES AND
ALGORITHMS
{10 Periods)
Data Structures: Review of Data Structures - Stack, Queue, Circular
Queua, Linked Lists, Applications, Algorithm Analysis: Efficiency of
algorithms, Apriori Analysis, Asymptotic Notations, FPolynomial vs
Exponential Algorithms, Average, Best and Worst Case Complexities,
Analyzing Recursive Algorithms.
UNIT-II: SEARCHING, SORTING AND TREES & GRAPHS
{10 Periods)

Searching and Sorting: Linear Search, Fbonacc Search, Counting
Sort, Bucket Sort, Radix Sort, Trees and Graphs: Introduction to
trees, representation of trees, binary trees, binary tree traversal
techniques, Introduction to graphs, representation of graphs, graph
traversal technigues.



UNIT-III: BINARY SEARCH TREES, AVL TREES, B- TREES AND
HASH TABLES (10 Periods)
Binary Search Trees: Definition, Operations, Applications, AVL Trees:
Defimition, Operations, Applications, Heaps: Definition, Heap
Implementation, Applications, Hash Tables: Definition, Hash
Functions, Applications.
UNITI-IV: DIVIDE AND CONQUER & GREEDY METHODS
{10 Periods)
Divide and Conquer: General Method, Binary Search, Finding
Maximum and Minimum, Quick Sort, Merge sort, Strassen’s Matrix
Multiplication.
Greedy Method: General Method, Job sequencing with deadlines,
Minimum Cost Spanning Tree and Single Source Shortest Path.
UNIT-V: DYNAMIC PROGRAMMING, BACK TRACKING & BRANCH
AND BOUND (11 Periods)
Dynamic Programming: General Method, All Pairs Shortest Path, 0/1
Knapsack problam, Traveling Salesperson Problem, Back Tracking:
General Method, 8 = Queen’s Problem, Graph Coloring, Branch and
Bound: General Method, LC Search, LIFQ and FIFC branch and bound
solutions of 0/1 Knapsack Problem,
[Total Periods: 50]
TEXT BOOKS:
1. G A V. Pai, "Data Structures and Algorithms: Concepts,
Technigues and Applications, ” 1% Edition, Tata McGraw Hill, 2008,
2. Ellis Horowitz, Sarta; Sahri, and Sanguthevar Rajasekaran,
“"Fundamentals of Computer Algorithms,” 2™ Edition, Universities
Press (India) Pvt. Ltd, 2008.
REFEREMNCE BOOKS:
1. PRichard Gileberg, Behrouz A. Forouzan, "Data Structures: A
Pseudocode Approach with C," Second Edition, 2007,
2. Mark Allen Weiss, "Datas Structures and Algorithm Analysis in
C++.F
3™ Edition, Pearson Education, 2007.
3. Sartaj Sahni, "Data structures, Algorithms and Applications in C++,"
2" Edition, Universities press {India) Pvt, Ltd., 2005,



M. Tech. (CS) - I Seamester
{19MT10503) MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE
(Commaon to C5 and CNIS)

Internal Marks External Marks Total Marks L T F
40 &0 1040 3 3

PRE-REQUISITES: 4 course on Multivariable Calculus and Differential Equations.

COURSE DESCRIPTION:
Mathematical Logic, Predicate calculus, Set theory, Relations, Ffunctions, Algebraic Structures,
Combinations and Permutations, Recurrence Relations, Graph Theaory and Its Applications.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€01. Understand and apply the fundamental concepts of mathematical logic to solve engineering
problems.

€02, Formulate problems and solve using recurrence relations and graph theory,

DETAILED SYLLABUS:

UNIT-I: Mathematical Logic and Predicate Calculus (2 Hours)
Mathematical Logic: Introduction, Statements and notations, Connectives, Truth tables, Tautology,
Tautological implications, Well formed formulas, Other connectives, Narmal forms, The theory of inference
for the statement calculus, Automatic theorem proving.

Predicate Calculus: Pradicates, Quantifiers, Predicate formulas, Free and bound variables, The universe
of discourse, Theory of inference for the predicate calculus.

UNIT-II: Set Theory and Algebraic Structures (9 Hours)
Set Theory: Basic concepts of set theory, Relations, Properties of binary relation, Relation matrix and the
graph of a relation, Equivalence relations, Compatibility relations, Partial ordering, Partially ordered sak,
Functions - Definiten and introduction, Composition of Function, Inverse function.

Algebraic Structures: Algebraic systems, Semigroups and monoids, Groups, Homomorphism and
isomorphism, Cosats and Lagrange's thearam.

UNIT-III: Elementary Combinatorics (9 Hours )
Basics of counting, Combinations and permutations, Enumeration of combinations and permutations,
Enumerating combinations and permutations with and withowt repetitions, The binomial and multnomial
Theorams, The principle of inclusion exclusion, Pigecn hole principle.

UNIT-IV: Recurrence Relations (9 Houirs)
Generating functions of sequences, Calculating coefficients of generating functons, Recurrence relations,
Solving recurrence relations by substitution and generating functions, The method of characteristic roots,
Solutions of Inhomogenasus recurrence relations.

UNIT-V: Graph Theory and Its Applications (9 Hoiirs)
Introduction, Isomarphism and sub graphs, Trees and their properties, Spanning trees, Flanar graphs,
Euler's formula, Multigraphs and Euler circuits, Hamiltonian graphs and circuits, Chromatic number, The
four-coler problem.

Total Hours: 45

TEXT BOOKS:

1. 1 P. Tremblay, R. Manchar, Discrete Mathematical Structures with Applications to Computer Science,
Mc Graw Hill, 2008,

2. Joe L. Mott, Abraham Kandel, Theodore P. Baker, Discrete Mathematics for Computer Scientists and
Mathematicians, Pearson, 2™ Edition, 2008,

REFERENCE BOOKS:
1. John Vince, Foundation Mathematics for Computer Science: A Visual Approgch, Springer, 2015,
2. K.H. Rosen, Discrete Mathematics and its Applications, McGraw Hill, 7% Edition, 2012,



M. Tech. (CS) - I Semester
(19MT26302) WIRELESS SENSOR NETWORKS
(Program Electiva = 1)

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: A Course on Computer Networks.

COURSE DESCRIPTION:

Introduction to wireless sensor networks; Medium access control protocol design; Various routing protocols
for wireless sensor networks; Ssacurity kssues and requirements in wireless sensor Networks; Advanced
concepts in wireless sensor networks.,

COURSE OUTCOMES:

On successful completion of the course, students will be able fo:

CO1. Analyze and apply the concepts of wireless sensor networks to evaluate network architectures for
impraving the performance of the netwaorks.

CO2. Evaluate varying routing protocols for wireless sensor networks to overcomea the problems of
transmission.

DETAILED SYLLABUS:

UMNIT-I: Introduction of Wireless Sensor Networks (9 Hours)
Basic concepts of wireless sensor networks, Motivations, Applications, Performance metrics, History and
design factors, Architecture of a sensor node, Different sensing scenarios using WSN, Challenges In
implementing WSNs.

UNIT-II: Medium Access Control Protocol Design (9 Hours)
Characteristics of WSN, MAC related properies, MAC performance Issues, MAC protocols for WSNs -
Schedule based protocals, Random access based protocols; WSN protocols - synchronlzed, duty cycled;
Contention based and contention free MAC protocols.

UNIT-III: Routing Protocols for Wireless Sensor Networks (® Hours)
Issues with the adoption of ad-hoc routing protocols, Data-centric routing, Position based Geographic
routing, Clustering based routing algorithm, QoS based routing protocols, Analysis of opportunistic routing.

UNIT-IV: Security in Wireless Sensor Networks (9 Hours)
Security requirements in WShs, Different types of attacks in WSNs, Security protocols for WSNes, Time
synchronization, Requirements and challenges, Basic ideas, Various protocols, Coverage problem in WSNs,
OGDC coverage algorithm, Placemant problem.

UNIT-V: Advanced Concepts in Wireless Sensor Networks (9 Hours)
Overview, Types and challenges, Design of wireless sansor networks for emerging scenarios, Design
analysis of transition from WSN to IoT, Real life deployment, Underwater sensor nodes vs Terrestrial
sensor networks.

Total Hours: 45

TEXT BOOKS:

1. W. Dargie and C. Poellabauer, Fundamentals of Wirslass Sensor Networks: Theory and Practice, Wiley,
2010.

2. K. Schraby, D. Minoli and Taieb Znati, Wireless Sensor Nelworks: Technology, FProfocols, and
Applications, Wiley, 2007,

REFERENCE BOOKS:

1. Fel Hu and Xiaojun Cao, Wireless Sensor Nebworks: Principles and Practice, CRC Press, 2010.

2. PFeng Zhao, Leonidas Guibas, Wireless Sensor Networks! An Information Processing Approach, Elsevier,
1= Edition, 2005,



M. Tech. (CS) - I Semester
(19MT10504) ARTIFICIAL INTELLIGENCE
{Frogram Elective -1)
(Common to C5 and CNIS)
Internal Marks External Marks Total Marks L T B C
40 &0 100 - R - 3

PRE-REQUISITES: Courses on Mathematical Foundations of Computer Science and Data Struckuras.

COURSE DESCRIPTION:
Artificial intefligence concepts, Intefligent agents, Problem sclving agents, Logical agents, Knowledge
representation and processing, Probabilistic learning, Matural language processing.

COURSE OUTCOMES:

On successful completion of the couwrse, students will be able fo:

CO1, Apply knowledge of artificial intelligence techniques to develop an intelligent system for a given
problem.

C02. Design and develop solutions far natural language processing applications,

DETAILED SYLLABUS:

UNIT-I: Introduction (9 Hours)
Al Definition, Foundations of artificial intelligence, State of the art,

Intelligent Agents - Agents and environments, The concept of rationality, Nature of environments,
Skructure of agents,

UNIT-II: Problam Solving (9 Hours)
Froblem solving agents, Searching for solutions, Uninformed search strategies, Informed search strategies,
Heuristic functions, Local search algorithms and optimization problems.

UNIT-III: Logical Agents (9 Hours)
Knowledge based agents, The Wumpus Waordd, Logic, Propasitional logic, Propositional theorem proving.
First Order Logic - Syntax and semantics of first-order logic, Using first order logic, Knowledge
enginearing.

UNIT-IV: Knowledge Representation and Probabilistic Learning (9 Hours)
Ontological engineering, Categories and abjects, Events, Mental events and mental objects, Reasoning
systems for categories, Reasoning with default information, The Intermet shopping world, Knowledge
representation in uncertain domaln, Bayesian natworks, Independence, Bayes' rule.

UNIT-V: Probabilistic Reasoning over Time (9 Hours)
Time and uncertainty, Inference in temporal models, Hidden Markov models, Kalman filkers, Dynamic
Bayesian networks, Multi object tracking.

Natural Language Processing - Language models, Text classification, Information retrieval, Machine
translation, Speech recognition.

Total Hoirs: 45

TEXT BOOK:
1. Stuart J. Russell and Peter MNorvig, Artificial Intelligence: A Modern Appreach, Pearson, 3% Edition,
2010,

REFERENCE BOOKS:

1. Haine Rich, Kevin Knight, B. Shivashankar B. Nair, Artificial Inteligence, McGraw Hill, 3™ Edition,
2017,

2. Saroj Kaushik, Artificial Infelfigence, Cengage Learning, 1* Edition, 2011.



M. Tech. (C5) - I Semester
(19MT10505) DATA WAREHOUSING AND DATA MINING
(Program Elective - 1)
(Common to C5 and CNIS)

Internal Marks External Marks Total Marks L T B C
41 &0 100 3 3

FRE-REQUISITES: A Course on Database Management Systems.

COURSE DESCRIPTION:

Introduction to Data warehousing and OLAP with its operations, MNeed for data pre-processing and pre-
processing technigues, Functiopalities of Data mining, Classification, Association pattern mining, Cluster
analysis, Trends in Data mining.

COURSE OUTCOMES:

On successful completion of the course, stugsnts will be able ro;

€01. Identify the key concepts of datz warehousing and design data warehouses to support OLAP
applications.

€02, Analyze and preprocess various datasets to improve the guality of data in the process of
knowledge discovery.

€03, Choose and apply appropriate data mining techniques for the given datasets to generate patterns,
visuzlize and analyze patterns to discover actionable knowledge.

DETAILED SYLLABUS:

UNIT-I: Data Warehousing and Online Analytical Processing (9 Hours}
Data warehouss, Oparational database systems versus data warshouses, & Multi-tiered architectures, A
Multidimensional data model, Star, Snowflake and Fact Constellation schemas, Role of concept hierarchies,
Measzures, OLAP operations, From online analytical procassing to multidimensional data mining, Indexing
OLAP data,

UNIT-II: Data Mining and Data Preprocessing (B Hours )
Introduction to data mining, Kinds of data, Kinds of pattems, Major issues in data mining, Data pre-
processing, Data cleaning, Data integration, Data reduction, Data transformation and discratization.

UNIT-III: Associations and Classification (10 Hours}
Basic concepts, Freguent itemset mining methods, Pattern evaluation methods, From association mining to
correlation analysis, Classification, Decision tree induction, Bayesian classification methods, Rule based
classification, Predictian - linear regression.

UNIT-IV: Cluster Analysis (9 Hours)
Types of data in cluster analysis, A categorization of major clustering methads, Partitioning Methads - K-
Means, K-Medoids; Hierarchical methods - Agglomerative method, Divisive method; Density based method
- DESCAN; Grid based method - STING; Qutlier analysis.

UNIT-V: Data Mining Trends (9 Hours )
Mining sequence data, Mining graphs and networks, Spatial data mining, Text miniag , Mining multimedia
and web data, Statistical data mining, Privacy security and social impacts of data mining, Social network
analysis.

Total Hours: 45

TEXT BOOK:
1. Jiawel Han, Micheline Kamber and Jan Pei, Dats Mining: Concepts and Techmigues, Elsevier, 3™
Edition, 2013,

REFERENCE BOOKS:

1. Mohammed J. Zaki, Wagner Meira Ir., Data Mining and Analysis: Fundamental Concepls and
Algorithms, Cambridge University Press, 2014,

2. Pang-Ming Tan, Wipin Kumar, Michasel Steinbach, Introduction to Data Mining, Pearson, 2*° Edition,
2019,

10



SREE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering
M. Tech (C5) I Semester
(16MT10504) Data Warehousing and Data mining
(Common to CS & CNIS)
Int. Marks Ext. Marks Total Marks L T P C
40 g0 100 4 g == 4
PRE-REQUISITES: A Course on "Database Management System”,
COURSE DESCRIPTION: Concepts of Data Warehousing and Data
mining; Pre-processing techniques in Data Warehouses; Data cube
computation and OLAP guery processing; Data Mining process and
System architecture; relationship with data warehouse and OLAP
Systems; Data mining Technigues and Applications.
COURSE OUTCOMES:
After successful completion of this course, the student will be able to;
col: Gain knowledge in -
. Multidimensional data model and Data warehouse
Architecture.
- Cata mining algonthms.
. Association Rules, Classification and Pradiction
and Cluster Analysis.
CO02: Analyse data mining algonthms for complex industrial problems,

CO03; Sclyve engineering problems to get wide variety of solutions by
applying data mining algorithms.

CO4: Ability to carry out research in Spatial Mining, Spatio Temporal
Mining,
Text Mining Multimedia Mining and web Mining

CO05: Create and apply appropriate techniques & tools of data mining to
solve real world problems.

DETAILED SYLLABUS:

UNITI - INTRODUCTION TO DATA WAREHOUSE AND DATA

MINING (10 periods)

Data Warehouse- A Multidimensional Data Model, Data Warehouse

Architecture, Data Warehouse [mplementation, From Data Warehouse

to Data Mining.

Data Mining - Kinds of Data, Data Mining Functionalities, Primitives,

Major [ssues in Data Mining

11



UNIT II - DATA PREPROCESSING, MINING FREQUENT
PATTERNS AND ASSOCIATIONS (10 periods)
Data Preprocessing- Descriptive Data Summarization, Data Cleaning,
Data Integration and Transformation, Data Reduction.
Mining Frequent Patterns and Associations- Efficient and Scalable
Frequent Item set Mining Methods, Mining various kinds of Association
Rules, Constraint based association mining.
UNIT ITI - CLASSIFICATION AND PREDICTION (8 periods)
Issues regarding classification and prediction, classification by decision
tree induction, Bayesian classification, Rule based classification,
classification by Back propagation, Prediction, Accuracy and Error
Measures.
UNIT IV - CLUSTER ANALYSIS (11 periods)
Cluster Analysis: Basic Concepts and Algorithms :[ntroduction to
Cluster Analysis,  different Types of Clustering, Different Types of
Clusters, K-means, The Basic K-means Algorithm, K-means: Additional
Issues, Bisecting Kmeans, K-means and Different Types of Clusters,
Strengths and Weaknesses, K-means as an Optimization Problem,
Agglomerative Hierarchical Clustering, Basic Agglomerative Hierarchical
Clustering Algorithm, Specific  Techniques, DBSCAN, Traditional
Density: Center-Based Approach, The DBSCAN Algorithm, Strengths
and Weaknesses,
UNIT V - MINING STREAM, TIME SERIES, SPATIAL DATA,
MULTIMEDIA, TEXT AND WORLD WIDE WEB
(9 periods)
Mining Data Streams, Mining Time Series Data, Multidimensional
Analysis and Descriptive Mining of Complex Data Objects, Spatial Data
Mining, Multimedia Data Mining, Text Mining, Mining the World Wide
Web.
Total Periods: 48
TEXT BOOKS:
1. Jiawei Han and Michelinekamber, "Data Mining: Concepts and
Technigues,” 2 ed. , Elsavier, 2009
2. Pang-Ming Tan, Michael Steinbach, Vipin Kumar,"Intreduction

to Data Mining”, Pearson Education, 2009,
REFERENCE BOOKS:

1. Margaret H Dunham, Datas Mining Introductory and Advanced

Topics,” 2 ed., Pearson Education, 2006
2. Amitesh Sinha, "Data Warehousing,” PHI Learning, 2007,
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M. Tech. (C5) - I Semester
(19MT10506) IMAGE PROCESSING
{Program Elective - 1)

Internal Marks External Marks Total Marks LT ® C
40 &0 100 i = = 3

PRE-REQUISITES: -MIL-

COURSE DESCRIPTION:

Fundamentals of image processing, Intensity transformation functions, Spatial filters, Filtering in the
frequency domain, Image restoration, Filtering techniques for image restoration, Coding techniques for
image compression , Image segmentation, color image processing methods, Feature extraction and image
pattern classification.

COURSE OUTCOMES:

On successful complation of the course, students will be able to;

€01. Select and apply appropriate digital image processing technigues to prepare digital images for
procassing.

€02, Develop algorithms to process digital images in real-time applications and apply appropriate
technigues to solve complex problems in the field of image processing.

DETAILED SYLLABUS:

UNIT-I: Image Fundamentals (9 Hours)
Evolution of digital image processing, Fundamental steps in digital image processing, Camponents of
image processing system, Image sensing and acquisition, Image sampling and guantization, Basic
relatianships batween pixels.

UNIT-II: Image Enhancement (11 Hours)
Intensity transformation and spatial filtering - Basic intensity transformation functions, Histogram
processing, Fundamentals of spatial filtering, Smoothing spatial filters, Sharpening spatial filkers,
Combining spatial enhancemant methads; Filtering in the frequency domain - Image smoothing using low-
pass frequency domain filters, Image sharpening using high-pass filters.

UNIT-III: Image Restoration and Image Compression (B Hours)
Image restoration: Image degradation/restoration process, MNoise models, Restoration in the presence of
MNoise only-Spatial fltering, Estimating the degradation function, Inverse [iltering, Weiner filtering,
Constrained Least squares filtering, Image Reconstruction from Projections,

Image Compression: Arithmetic coding, Fun length coding, Bit-plane coding, Image compression
standards.

UNIT-IV: Image Segmentation and Color Image Processing (B Hours)
Detection of discontinuities - Point, line and edge detection ; Thresheolding - Global thresholding, Adaptive
thresholding; Region based segmentation, Cobar image fundamentals - RGE, HS] models, Pseudo color
Image processing, Color transformations, Color image smoothing and sharpening, Noisa in color images.

UNIT-V: Featiure Extraction and Image Pattern Classification (9 Hours)
Feature Extraction - Boundary preprocessing, Boundary feature descriptors, Region feature descriptors,
Principal components as feature descriptors, Image features; Pattern classification - Patterns and pattem
classes, Pattern classification by prototype matching, Bayes' classifiers; Meural networks and Desp
learning, Convelution neural networks,

Total Howrs: 45

TEXT BOOKS:
1. Rafael C. Gonzalez, Richard E. Woads, Digital Image Processing, Pearson, 4% Editian, 2018,
2. 5. Sridhar, Digital Image Processing, Oxford University Press, 2™ Edition, 2016,

REFERENCE BOOKS:
1. Madhurl A. Joshi, Digital Image Processing: An Algorithmic Approach, FHI, 27 Edition, 2018.
2. Anil K. Jain, Fundamentals of Digital Image procassing, Prentice Hall, 2007,
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M. Tech. (C5) - I Semester
{(19MT16303) CLOUD COMPUTING
{Program Elective - 2}
(Commaon to CNIS, C5 and SE)

Internal Marks External Marks Total Marks L T B C
41 &0 100 3 3

PRE-REQUISITES: Courses on Computer Networks and Operating Systems.

COURSE DESCRIPTION:

Characteristics and taxonomy of virtualization techniques, Cloud services, Cloud architecture - NIST and
other models, communication protocols, and applications, Cloud programming concepts - concurment
programming, task programming, data intensive computing,; Trends and industrial platforms.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€O01. Create virtual environments to deploy cloud services by using the concepts of virtualization and
cloud computing.

€02, Analyze and deploy cloud architectures for providing clowd services to cater needs of diverse
applications.

DETAILED SYLLABUS:

UNIT-I: Introduction to Virtualization (9 Hours)
Characteristics of virtualized environmeants, Taxonomy of virtualization technlques, Virtualization and coud
computing, Pros and cons of virtwalization, Technology examples - XEN, WMware, Microsoft Hyper-\y.

UNIT-II: Fundamental Cloud Computing (2 Hours}
Understanding Cloud Computing - Origins and influences, Basic concepts and terminology, Goals and
benefits, Risks and challenges; Fundamental concepts and models - Roles and boundaries, Cloud
characteristics, Cloud delivery models, Cloud deployment models; Cloud enabling technology - Broadband
natwaorks and Internet architeckura, Data center technology; Fundamental cloud security - Basic terms and
concepts, Threat agents, Cloud security threats, Additional considerations.

UMNIT-III: Defining Cloud Services (9 Hours)
Defining Infrastructure as a Service (Iaa%) - laa5 workloads, Pods, Aggregation, and silos; Defining
Platfarm as a Service [PaaS), Defining Software as a Service (5aaS) - SaaS characteristics, Open SaasS
and S04, Salesforce.com and CRM Saa5; Defining Identity as a Service {IDaaS) - Introduction to identity,
MNetwarked identity service classes, Identity system codes of conduct, [DaaS interoperability; Defining
Compliance as a Service [CaaS).

UNIT-IV: Cloud Programming Concepts (9 Hours)
Concurrent programming - Introduction to parallelism for single machine computation, Programming
applications with threads; High throughput computing - Task programming, Task based application
models; Data intensive computing - Introduction to data intensive computing and technologies for data
intensive computing.

UNIT-V: Industrial Platforms And Trending Developments (9 Hours )
Case Studies on Cloud Platfarms: Software as a Service (5a35) - Salesforce.com; Platform as a Service
(PaaS) - Google App Engine, MS-Azure and IBM Bluemix; Infrastructure as a Service (laaS) - Amazon
ECZ, Amazon 53 and Metflix; Enhancements in cloud - Energy efficiency In clouds, Market based
management of clouds, Federated clouds / InterCloud, Third party cloud services.

Total Howrs: 45

TEXT BOODKS:

1. Rajkemar Buyvya, Christian Vecchiola, $. Thamarai Selvi, Mastering Clowd Computing: Foundations and
Applications Programming, Morgan Kaufmann, 1% Edition, 2013.

2. Thomas Erl, Zaigham Mahmood, Ricardo Puttini, Cloud Computing: Concepts, Technology &
Architecture, PHI, 1% Edition, 2013,

REFERENCE BOOKS:

1. Anthony T. Velte, Toby 1. Velte, Robert Elsenpeter, Cloud Computing: A Practical Approach, McGraw
Hill, 15 Edition, 2010.

2. George Reese, Clowd Application Architectures: Building Applicatians and Infrastructure in the Cloud,
O'Railly, 1= Edition, Z009.
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SREE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering
M.Tech (CS) II Semester
(16MT12501) CLOUD COMPUTING
{Common to SE, CS & CNIS)

Int. Marks Ext. Marks  Total Marks L T P C

440 &0 100 4 - - 4
PREREQUISITES: Courses on “"Operating Systems” and “Computer
MNetwarks"

COURSE DESCRIPTION:

Virtualization, Case studies - XEN, VYMware, Microsoft Hyper-V; Cloud

architecture; Services and Applications; Cloud Programming; Industry

practices and Case studies —-Amazon Web Services, Google App Engine,

and Microsoft Azure,

COURSE OUTCOMES:

After successful completion of this course, students will be able to:

CO1: DCemonstrate knowledge on Virtualization models, Cloud
Architecture, Services and Programming concepts.

C02: Analyze the problems in existing cloud architectures.

C03: Apply concurrent programming, throughput computing and
Data intensive computing in Cloud programming.

C04: Conduct research on emerging technologies in cloud and
energy management in cloud

CO5: Apply virtualization techniques to optimize resource sharing.

DETAILED SYLLABUS:

Unit I: Introduction to Virtualization (9 Periods)

Characteristics of Virtualized Environments, Taxonomy of Virtualization

Technigues, Virtualization and Cloud Computing, Pros and Cons of

Virtualization, Technology Examples — XEN, WMware, Microsoft Hyper-V.

UNIT II: Cloud Architecture (11 Periods)

Introduction to Cloud: Defining Cloud Computing, Cloud Types - The

MNIST model, The Cloud Cube Model, Deployment models, Service

models, Examining the Characteristics of Cloud Computing, Paradigm

shift, Benefits of cloud computing, Disadvantages of cloud computing,

bssessing the Role of Open Standards.

Cloud Architecture: Exploring the Cloud Computing Stack,

Compasability, Infrastructure, Platforms, \irtual Appliances,

Communication Protocols, and Applications.

UNIT III: Defining Cloud Services (10 Periods)

Defining Infrastructure as a Service (IaaS) - IaaS workloads,

Pods, aggregation, and silos, Defining Platform as a Service

{PaaS), Defining Software as a Service (SaaS) - 5Saa5

characteristics, Open SaaS and S0OA, Salesforce.com and CRM Saas,

Defining Identity as a Service (IDaaS) - Introduction to identity,

MNebworked identity service classes, Identity system codes of conduct,

IDaas interoperability, Defining Compliance as a Service {CaaS).

15



UNIT IV: Cloud Programming Concepts (12 Periods)
Concurrent Programming - Introduction to Parallelism for Single
Machine Computation, Programming Applications with Threads, High
Throughput Computing - Task Programming, Task based Application
Models, Data Intensive Computing - Introduction to Data Intensive
Computing and Technologies for Data Intensive Computing.
UNIT V: Industrial Platforms and Trending Developments

(13 Periods)
Case Studies on Cloud Platforms - Amazon Web Services, Google
App Engine, and Microscft Azure, Case Studies on Cloud Applications -
Scientific Applications, Business and Consumer Applications.
Enhancements in Cloud - Energy Efficiency in Clouds, Market based
Management of Clouds, Federated Clouds / InterCloud, Third Party
Cloud Services,

Total Periods: 55
TEXT BOOKS:

1. Rajkumar Buyya, Christian Vecchiola, 5. Thamarai Selvi,
“Mastering Cloud Computing: Foundations and Applications
Programming,” 1* Edition, McGraw Hill,New Delhi, 2013.

2. Barrie Sosinsky, “Cloud Computing Bible,” 1% Edition, Wiley India
Pwt Ltd, New Delhi 2011,

HEFEHENCE BOOKS:
1. Anthony T. Velte, Toby J. Velte Robert Elsenpeter, "Cloud
Computing: A Practical Approach,” 1* Edition, Tata McGraw Hill,
2010.
2. George Reese, "Cloud Application Architectures,” 1% Edition,
O'Rellly Publishers, 2010.
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M. Tech. (C5) - I Semester
(19MT10507) BIG DATA ANALYTICS
{Program Elactive - 2)

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: Courses on Data structures, Statistics.

COURSE DESCRIPTION:
Big Data Analytics, Architecture, Pre-processing, Hadoop Distributed File System, NoSOL Dambase,
MongoDB, MapReduce, Hive, Spark, Stream mining, Graph analytics.

COURSE OUTCOMES:

On successiul completion of the cowrse, students will be able to:

€01. Analyze the key issues in big data management and its associated applications using Hadoop
Eeosystam.

€02, Design and develop real world applications with data storage and retrieval using big data
technologies like Hadoop, MapReduce and Hive.

DETAILED SYLLABUS:

UNIT-I: Introduction to Big Data Analytics (9 Hours)
Big data characteristics, Designing data architecture, Data sources, Preprocessing, Data storage and
analysis, Big data analytics Applications.

Introduction to Hadoop: Hadoop and Its Ecosystem, Hadoop Distnbuted File System, MapReduce
Framework and programming model, Hadoop Yarn.

UMNIT-II: NoSQL Database (9 Hours)
Data store, Data architecture patterns, Managing big data, Shared-nothing architecture for big data tasks,
MongoDB Database - Features, Dynamic schema, Auto sharing, Query language and commands,

UNIT-III: Mapreduce, Hive And Spark {9 Hours)
Map tasks, Reduce tasks, Execution, Composing MapReduce for calculations, Matrix vector multiplication
by MapReduce, Relational algebra operations, Matrix multiplication.

Hiwe: Architecture, Data types, Formats, Data model, Integration and workflow steps, Built-in functions,
Data definition language, Data manipulation language, Aggregation, Join, Group by clause,

SPI-I':: Spark S0QL, Data analysis operations, Programming using RDDs, Data ETL process, Reporting and
visualizing.

UNIT-IV: Data Stream Mining (9 Hours)
Data stream concepts, Model, Architecture, Data stream management system, stream queries, Stream
pracessing kssues, Stream computing, Sampling data, Filtering, Estimating moments, Decaying windows,
Frequent [temsets - Finding frequant itemsets, Limited passes algorithm, Counting frequent itemsats in a
stream; Apache Sparkstreaming architecture,

UNIT-V: Graph Analytics (9 Hours)
Graph Model: Representing graph as triples, Resource description framework for graph databases,
NaiveDB graph database, Property graph model, Probabilistic Graphical Network Organization - Bayesian
and Markov netwarks,

Graph Analytics: Use cases, StatsModel and Probabilistic based analytics, Technical complexity in
analyzing graphs; Spark GraphX platform - Features of graph analytics platform,

Total Howrs: 45
TEXT BOOK:
1. Raj Kamal, Preeti Saxena, Big Data Analytics: Introduction fo Hadoop, Spark, and Machine Learning,
MeGraw Hill, 1= Edition, 2019,

REFERENCE BOODKS:

1. Jeffrey Aven, Data Analytics with SPARK using Python, Pearson (Addison-Wesley Data & Analytics
Saries), 2018,

2. Tom White, Hadoop: The Definitive Guide, O'Reilly Publications, 41 Edition, 2014,
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SREE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering
M. Tech (CS) - II Semester
{16MT20502) BIG DATA ANALYTICS
(Common to CS & CNIS)

Int. Marks Ext. Marks Total Marks L T P C
40 &0 100 4 - - 4
PRE-REQUISITES:
Courses on "Data Base Management Systems” & "Data Warehousing
and Data Mining®.
COURSE DESCRIPTION:
Concepts of Big Data, Types of Data Elements; Introduction to Hadoop,
Hadoop Ecosystem;
Map Reduce; Building Blocks of Hadoop; Big data analytics applications;
Predictive and
Descriptive Analytics.
COURSE OUTCOMES:
After successful completion of this course, the student will be able to:
CO-7: Gain knowledge in:

. Big data Characteristics

. Hadoop Framewaork

. Map Reduca,

. Hadoop Release

CO-2: Analyze and develop solutions for database systems for staring
and analyzing the large data.

CO-3: Apply Big Data Analytics for estimating the data sets to soive
the real world problems.

CO-4:  Design and model for an effective database by using big data

tools.

CO-5: Carry out research on Predictive Analysis and Sentiment
Analysis

CO-5: Learning advance analytics technigues for effective Database
monmitorng.

DETAILED SYLLABUS:

UNIT I: INTRODUCTION TO BIG DATA: {10 periods)

Big Data Characteristics: Volume-Variety-Velocity-Veracity, &nalytics,
Basic MNomenclature, Analytics Process Model, Analytical Model
Requirements, Types of Data Sources, Sampling, Types of Data
Elements, Missing Values, Standardizing Data, Outlier Detection and
Treatment, Categorization.

UNIT II: INTRODUCTION TO HADOOP: (10 periods)
Data, data ftypes, Storage and Analysis, Relational Database
Management Systems, Grid Computing, Volunteer Computing, A Brief
History of Hadoop, Apache Hadoop and the Hadoop Ecosystem.
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UNIT III - MAPREDUCE: (11 periods)
A weather Dataset: Data format, Analyzing the data with unix tocls,
Analyzing the data with Hadoop: MapReduce, Java MapReduce, Scaling
Cut: Data Flow, Combiner Functions, Running a Distributed MapReduce
Job, Hadoop Streaming: Ruby, Python, Hadoop Pipes, Compiling and
Running.
UNIT IV - HADOOP RELEASES {11 Periods)
The Building Blocks of Hadoop: MName Node-Data MNode-Secondary
Mame Node-Job Tracker-Task Tracker. BIG DATA AMNALYTICS
APPLICATIONS: Back Testing Analytical Model, Credit Risk Modeling,
Fraud Detection, MNet Lift Response, Web Analytics, Social Media
Analytics, and Business Process Analytics.
UNIT V-PREDICTIVE ANALYTICS AND DESCRIPTIVE ANALYTICS
{11 Periods)

Predictive Analytics: Target Definition, Linear Regression, Logistic
Regression, Decision Trees, Support ‘Vector Machines, Ensemble
Methods, Multiclass Classification Techniques, Evaluating Predictive
Models.
Descriptive Analytics: Association Rules, Sequence Rules,

Total No. of Periods: 53
TEXT BOOKS:
1. Bart Baesens, "Analyfics in & Big Data World: The Essential Guide to

Data Science and its Applications,” Wiley Publications, 2014,
2. Tom White, "Hadoop: The Definitive Guide,” 3 ed., O'REILLY
Publications, 2012,

REFERENCE BOOKS:

1. Paul Zikopoulos, IBM, Chris Eaton, Paul Zikopoulos “Understanding
Big Data: Analytics for Enterprise Class Hadoop and streaming
Data,” The McGraw-Hill Companies, 2012.

2. Chuck Lam "Hadoop in Action,” Manning Publications, 2011,
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M. Tech. (C5) - I Semester
(19MT10508) HIGH PERFORMANCE COMPUTING
{Program Elactive - 2)

Internal Marks External Marks Total Marks L T F
40 &0 1040 3 = = 3
PRE-REQUISITES: Courses on Microprocessors and Computer Architecture,
COURSE DESCRIPTION:

Parallal computing, Parallel architectures, Message passing, Communication abstraction, Paraflel
programming - Principles, Decomposition techniques, Models, Communication operations; Design issues in
HPC - Principles, Building blocks, Message passing interface; Synchronization and related algorithms,
Advanced tools, techniques and applications,

COURSE OUTCOMES:

On successiul complation of the course, studants will be able fo;

CO1. Demonstrate knowledge on parallel processing concepts and apply various parallel programming
models to design a parallel processor.

€02. Design large scale parallel programs on tightly coupled parallel systems using the message passing
paradigm.

DETAILED SYLLABUS:

UNIT-I: Parallel Processing Concepts (9 Hours)
Introduction to parallel computing - Motivating parallelism, Scope of parallel computing; Convergenca of
parallel architectures - Communication architecture, Shared memory, Message passing, Convengence,
Data parallel processing; Fundamental design issues - Communication abstraction, MNaming, Ordering,
Communication and replication, Parformance.

UNIT-II: Parallel Programming (9 Hours)
Principles of parallel algorithm design - Preliminaries, Decomposition techniques, Characteristics of tasks
and interactions, Mapping techniques for load balancing, Methods for containing interaction overheads,
Parallel algorithm models; Basic communication operations - One-to-All broadcast and All-ta-One
reduction, &ll-to-Afl broadcast and reduction, All-Reduce and Prefix-Sum cperations, Scatter and gather
zection, All-to-All personalized communication, Circular shift, Improving the speed of some communication
operations,

UMNIT-III: Design Issues in High Performance Computing (9 Hours)
Frogramming wsing the message passing paradigm - Principles of message passing programming; The
building blocks - Sand and receive operations; MPL - the message passing interface; Topology and
embedding, Overlapping communication with computation, Collective communication and com putation
operations, One dimensional matrix vector multiplication, Single source shortest path, Sample sort, Groups
and communicatars, Two dimensional matrix vectar multiplication .

UNIT-IV: Synchronization and Related Algorithms (9 Houirs)
Synchronization - Components of synchronization event, Role of user, System software and hardware,
Mutual exclusion, Pgint-to-point event synchronization; Thread Basics - Creation and termination,
Contralling thread and synchronization attributes, Thread cancellation, Composite synchronization
constructs; OpenMP - Standard for directive based paraflel programming.

UNIT-V: Advanced Tools, Technigues and Applications (9 Hours)
Bandwidth scaling, Latency scaling, Physical scaling, Scaling in 2 generic paraliel architectunz, Dense
matrix algarithms - Matrix vector multiplication, Matrix-matrix mulkiplication; Sorting - Issues in sorting
on parallel computers, Sorting networks, Bubble sort and its variants, Quick sort, Bucket and sample sort,
Single source shortest paths.
Total Hours: 45
TEXT BOOKS:
i. Ananth Grama, Anshul Gupta, George Karypis, \ipin Kumar, An Introduction to Paralfel Computing,
Addison-Wesley, 2™ Edition, 2003,
2. David E. Culler, Jaswinder Pal Singh, Anocop Gupta, Parallel Computer Architecture: A
Hardware/Software Approach, Elsevier India, 1999,

REFERENCE BOOK:
1. Kai Hwang, Zhiwei Xu, Scalable Parallel Computing: Technology, Architecture, Programming, MoGraw
Hill, 1998,
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M. Tech. (C5) - I Semester
(19MT10509) MACHINE LEARNING
(Program Elective - 2)
(Commaon to C5, CHMIS and SE)

Internal Marks External Marks Total Marks L T B C
41 &0 100 3 3

PRE-REQUISITES: A course on statistics.

COURSE DESCRIPTION:

Concepts of supervised, unsupervised and reinforcement learning, Bayesian decision theory, Learning rules
from data, Performance evaleation of classification algorithms, Ensemble learmers, Elements of
Reinforcemeant Learning.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€01. Understand, select and apply appropriate maching learning strategies of supervised, unsupervised
and reinforcement learning for solving a given problam.

€02, Evaluate the performance of machine learning algorithms and select aptimal models to suit needs
of a given problem.

CO3. Redesign existing machine learning algorithms to improve efficiency of classification models,

DETAILED SYLLABUS:

UNIT-I: Introduction {9 Hoiirs)
Machine Learning, Applications, Supervised Leaming - Learning a class from examples, Mapnik
Chervonenkis (VC) dimension, Probably Approximately Correct (PAC) learning, Moise, Learning multiple
classes, Regression, Model selection and generalization.

UNIT-II: Bayesian Decision Theory and Linear Discrimination {9 Hours)
Bayesian Decision Theory: Classification, Losses and risks, Discriminant functions, Utility theory, Value
of infarmation, Bayesian networks, Influence diagrams, Assoclation rules.

Linear Discrimination: Geperalizing linear model, Geometry of the linear discriminant, Pairwise
saparation, Parametric discrimination, Gradient descent, Suppart vectar machines,

UMNIT-III: Decision Trees and Clustering {9 Hours}
Decision trees: Univariate trees, Pruning, Rule extraction from trees, Learning rules fram data,
Multivariate trees,

Clustering: Mixture densities, K-Means dustering, EM algorithm, Supervised learning after clustering,
Hierarchical clustering, Choosing the number of cluskers.

UNIT-IV: Performance Evaluation of Classification Algorithms {9 Hoiirs)
Cross wvalidation and resampling methods, Measuring error, Interval estimation, Hypothesis testing,
Azseszing a classification algorithm's performance, Comparing two classification algorithms.

Combining Multiple Learners: Rationale, Voting, Bagaing, Boosting, The mixture of exparts revisited,
Stacked generalization, Cascading.

UNIT-V: Reinforcement Learning {9 Hours)
Single state case - K-Armed Bandit; Elements of reinforcement learming, Model based learning, Temparal
difference learning, Generalization, Partially observable states.

Total Hours: 45

TEXT BOOK:
1. Ethem Alpaydin, Introduction fo Machine Learning, MIT Press (Adaptive Computation and Machine
Learning Series), 37 Edition, 2014,

REFERENCE BOOKS:

1. Stephen Marsland, Machine Learning: An Algarithmic Perspective, Chapman and Hall/CRC Machine
Learning and Pattern Recognition Serles, 2* Edition, 2014,

2. Richard O. Duda, Peter E. Hart, David G, Stork, Pattern Classification, Wiley, 2m Edition, 2012,
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M. Tech. (C5) - I Semester
(19MT10531) ADVANCED ALGORITHMS LAB
(Comman to CS and CNIS)

Internal Marks External Marks Total Marks L T B €
50 50 1040 - - 4 2

PRE-REQUISITES: A Course on Computer Programming.

COURSE DESCRIPTION:

Hands on practice on algorithmic design technigues - Divide and conquer, Greedy methods Dynamic
pragramming, Backtracking, Sum of subset problem, Vertex cover problem, Flow networks, String
matching algorithms and Randomized algorithms.

COURSE OUTCOMES:

On successful completion of the couwrse, students will be able to:

€o1, Implement various algorithmic techniques greedy method, dynamic programming, backtracking,
advanced graph theory and analyzae the comparison of differant technigues.

CO2. Design algarithms to solve real warld computing problems and evaluate their efficiency.

CO3. Write, present technical report/document effectively.

C0O4. Function effectively as an Individual and as a member in team to implement mini-project.

LIST OF EXERCISES:

1. Write a program to Implement Job sequencing with deadlines using greedy methad,
2. Implement the 0/1 Knapsack problem using
a) Dynamic Programming method b) Greedy method

3. Implement N-guesn's problem using Backtracking. The M Queen i the problem of placing N chess
queens on an NxM chessboard so that no two queens attack each other. The expected outpur is a
binary matrix which hag 1s for the blocks where gueens are placed. For example following is the
output matrix for above 4 queen problem's salution.

{0, 1,0, 0340, 0, 0, 13,{1, 0,0, 0} {0, 0, 1, 0}

4. Find a subset of 3 given set 5 = {51, 52,.....,5n} of n positive integers whose sum is equal to a given
positive integer d. For example, if 5= {1, 2, 5, 6, B} and d = 9 there are two solutions {1, 2, 6} and
{1, 8% A suitable message is to be displayed if the given prablem instance doesn't have a solution,

5. Write a program to implement
a) Vertex cover problem b} Maximum bipartite matching preblem in the graph
. Write a program to implement Fard-Fulkerson method for maximum flow networks.
Write a program to implement Chinese remainder theoram.

Write a program to solve string matching problem using Naive approach and Knuth-Morris-Prakt
algorithim.

9. Write a program to solve string matching problem and determine its performance,
a) Finite Automata b} Rabin Karp algorithm

10, Write a program to implement 3 Monte Carlo algorithm to test the primarily of a given integer and
determing ts performance.

11, Mini Project

REFERENCE BODKS:

1. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, Clifford Stein, Introduction to Algorithms,
PHI Learning, 3™ Edition, 2009,

2. Ellis Harowitz, Sartaj Sahnl, and S Rajasskaran, Fundamentals of Computer Algarithms, Universities
Press, 27 Edition, 2008,
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M. Tech. (C5) - I Semester
(19MT10532) ADVANCED DATA STRUCTURES LAB
(Comman to CS and CNIS)

Internal Marks External Marks Total Marks L T FP ©
50 50 1040 - - 4 2

PRE-REQUISITES: A Course on Computer Programming.

COURSE DESCRIPTION:
Hands on practice on Linked Lists, Stacks and Queues, Binary search tree, AVL tree, Red black tree, Splay
tree, KD tres, Priority search tree and Hashing.

COURSE OUTCOMES:

On successiul completion of the cowrse, students will be able to:

€01. Implement linear and non linear data structures like stacks, quewes, linked lists, trees, araphs and
hazh functions to simulate by organizing the data in memory.

€02, Design and develop appropriate algorichms to store and retrieve the data.

CO3. Write, present technical report/document effactively.

C04. Function effectively as an Individual and as a member in team ko implement mini-project.

LIST OF EXERCISES:

1. Write program to implemeant the fellowing Data skructures:
a) Single linked list
b) Double linked list
c) Circular linkad list
2. Write a program to iImplement Stack and Queue
2] Dequeue
by Circular queusa
c) Stack using two queues
d} Queue using two stacks
3. Write a program to perform the following oparations on binary search tres:
a} Insertion b) Deletion c) Searching
4. Write a program to perform the following operations on AVL-tree:
a) Insartion b) Deletian
5. Write a program to perform operations on Red Black tres.
6. Write a program to perform the following oparations on splay-tres;
a) Insertion b} Deletion
Write a program to implement Graph traversal techniques.
Implement the following functions of a dictionary using open addressing hashing technigues.
a) Insertion b) Searching c) Delation
9. Write a program to implement searching in Priority Search Tree.
10. Implement the fellowing functions of K-D tree operations.
a) Insert ©b)Update ¢} Delete
11. Mini Project

REFERENCE BOOKS:

1. Mark Allen Weiss, Data Structures and Algorithm Analysis in C++, Pearson, 4% Edition, 2014,

2. Michasel T, Goodrich, Roberto Tomassia, Algarithm Design: Foundations, Analysis and Interpet
Examples, Wiley, 2002,



SREE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering

M. Tech. (CS) - I Semester
(16MT10532) DATA STRUCTURES AND COMPUTER NETWORKS LABE

Int. Marks Ext. Marks Total Marks L T P C
50 50 Tao0 - - 4 2
PRE-REQUISITES:

Courses on "Advanced Computer Networks” and "Data Structures”

COURSE DESCRIPTION:

Hands on practical experience on implementing data link layer farming

methods and routing algorithms;

Practical implementation of linked lists, stacks, gueues, binary tree,

binary search tree, AVL tree, B -tree, graphs, N-Queen's problem using

Gy

COURSE QUTCOMES:

After svccessful completion of this course the students will be able to:

CO-7. Gain basic programming skills to implement
a. Framing mechanisms for data link layer,

b. Shortest path using Dijkstra’s routing mechanism
c. Distance vector routing mechanism

d. Linear and non-linear data structures, backtracking problems.

CO-2. Analyze data structures for wvarious problem  solving
technigues and typical performance measures of network
medeals.

co-3 Cesign, conceptualize and solve real world problems by
providing the best solutions for  data structures and
networking models.

CO-4;. Use modern software tools and technologies for desighing
simple to complex applications in real world.

CO-5: Apply advanced knowledge to identify research challenges, and
contribute individually or in teams to the development of
network projects for real world problems.

CO-§: Develop effective professional and business communication in

data structures and networks.

CO-7. Attitude for independent and continuous learning for improved
knowledge with newer versions of object oriented software and
new simulation models of protocols.

DETAILED SYLLABUS:

LIST OF EXERCISES IN COMPUTER NETWORKS

1. Implement the following data link layer farming methods
a. Character Count
b. Character Stuffing
c. Bit Stuffing

2. Design & program to compute checksum for the given frame

1101011011 using CRC-
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12, CRC-16, CRC-CCIP, Display the actual bit string transmitted.
Suppose any bit from is inverted during transmission. Show that this

errar is detected at the  receivers end.
3. Implement Dijkstra's algorithm to compute the Shortest path

through a graph.

4, Design a program to obtain routing table for each node using
distance vector routing algorithm by considering the given subnet with

weights indicating delay between nodes.

5. Write a program to simulates flow based routing
6. Simulate the Random Early Detection congestion control algorithm

LIST OF EXERCISES IN DATA STRUCTURES
1. Implementation of Stacks and Queue operations using linked
list.
2. Perform the following operations on binary search tree:
a) Insertion b)) Deletion c¢) Searching
3. Perform the following operations on AVL-tree:
a) Insertion b) Deletion
4, Implementing the following cperations on B-Tree:
a) Insertion b) Searching c) Deletion
5. Implement the Ffollowing using recursive and non-recursive
treversals for binary tree;
a) Pre-order b) In-order c) Post-order
6. Implement the following functions of a dictionary using hashing:
a) Insertion b) Searching c¢) Deletion
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7. Implement single source shortest path in a graph by using
Bellman and Ford algorithm.
8. Implement N-queen's problem using Backtracking. The N Queen
is the problem of
placing M chess gueens on an NxN chessboard so that no two
queens attack each other The expected output is a binary matrix
which has 1s for the blocks where queens are placed. For example
following is the output matrix for above 4 gqueen problem’s solution.
{0,1,0,0}
{0,0,0,1}
{1,0,0,0}
{0,0,1, 0}
REFERENCE BOOKS:
1. G. A. V., Pai, "Data Structures and Algorithms: Concepts,
Techniques and Applications,”™ Mc Graw Hill, First Edition, 2008
2. MNader F. Mir, "Computer and Communication Networks,”
Pearson Education, 2007,
3. Behrouz A. Forouzan, "Data Communications and Metworking,”
Tata McGraw Hill,
Fourth Edition, 2007,
4, D. Samanta, "Classic Data Structures,” PHI learning, 2005,
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M. Tech. (CS) - I Seamester
(19MT1ACO1) TECHNICAL REPORT WRITING
{Audit Course)

(Common to all M. Tech. Programs)

Internal Marks External Marks Total Marks L T B C
ik i L ¥ oun %

PRE-REQUISITES: MIL

COURSE DESCRIPTION:
Introduction, Process of writing, Style of writing, Referencing, Presentation.

COURSE OUTCOMES:

On successiul complation of the course, students will be able to:

CO1. Demonstrate knowledge of Technical Repart Writing by examining kinds of reports and structure
with scientific attitude,

CO02. Apply the technigwes in preparing effective reports by examining Techniques of Description,
Diescribing Machines and Mechanisms and Describing Processes,

CO3. Communicate effectively throwgh writing technical reports by demonstrating the knowledge of
Industry Reports, Survey Reports, Interpretive Repart and Letter Report.

DETAILED SYLLABUS:

UNIT-I: Introduction (6 Hours)
Introduction to Technical Report - Types of Reparts - Planning Technical Report Writing - Components of
a Technical Repart - Report Writing in Science and Technology - Selecting and Preparing a 'Tite' -
Language Use in Report Writing

UNIT-II: Process of Writing (6 Hours)
Writing the Introduction’ - Writing the ‘Materials and Methods' - Writing the Findings/Resules’
- Wriking thie 'Discussion’ - Preparing and wsing Tables'

UNIT-III: Style of Writing {6 Hours)
Preparing and using Effective 'Graphs’ - Citing and Arranging References—I - Citng and Arranging
Referances —II - Writing for Publication in a Scientific Journal

UNIT-IV: Referancing (8 Hours}
Literature citations - Introductory remarks on literature citations - Reasons for literature citations -
Bibliographical data according to IS - Citations in the text - Copyright and copyright laws - The text of
the Technical Repart - Using word processing and desktop publishing (CTP) systems - Document of page
layout and hints on editing - Typographic details - Cross-references

UNIT-V: Presentation (4 Hours)
Giving the presentation - Appropriate peinting - Dealing with intermediate guestions - Review and
analysis of the presentation - Rhetoric tips from A ta 2

Total Hours: 30

TEXT BOOKS:

1. R C Sharma, krishna Mohan, Business Correspondence and Report Writing, Tata McGraw-Hill Publishing
Company Umited, Mew Delhi, 37 edition, 2005 (reprint),

2. Patrick Forsyth, How to Write Reports and Proposals, The Sunday Times (Kogan Page), Mew Delhl,
Revised 2" edition, 2010,

REFERENCE BOOKS:

1. John Seely, The Qxford Writing & Speaking, Cxford University Press, Indian Edition,

2. Anne Eisenberg, A Beginner's Guide to Technical Communication, McGraw Hill Education (India) Privabe
Limited, Mew Dalhi, 2013,
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M. Tech. (CS) - IT Semester
{19MT20501) DATA SCIENCE
({Comman to CS and SE)

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: Courses on Data Warehousing and Data Mining, Probability and Statistics.

COURSE DESCRIPTION:

Introduction to Data science, Using python for data science, Exploratory data analysis - Probability and
distributions; Predictive modeling - Time series analysis; Data axtraction - Feature selaction, Single valua
decompasition, Principal companent analysis; Data visualization - Using visualization for data science,
Visualization tools.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€01, Analyze data by recognizing data science process and develop simple applications wsing relevant
pythan libraries.

CO0Z2. Investigate and evaluate various predictive models to contribute toals/techniques to applications of
diverse domains.

C03. Design and develop predictive models for a given problem to suppart forecasting.

DETAILED SYLLABUS:

UNIT-I: Introduction to Data Science {9 Hours)
Data science history, Data science project life cycle, Managing a data science project, Using python for
data science - Understanding the basic concepts of python, Essential python libraries; Numpy, Pandas,
Matplotlib, IPython, Scipy, Scikitlearn, StatsModels, Using python to analyze data.

UMNIT-II: Statistical Thinking for Programmers {11 Hours)
Exploratory Data amalysis: Distributions - Representing and plotting histograms, Outliers, Summarizing
distributions, Yariance, Reporting results; Probability mass function - Plotting PMFs, Other visualizations,
The class sire paradox Data frame indexing; Cumulative distribution functions - Limits of PMFs,
Representing COFs, Percentile based statistics, Random numbers, Comparing percentile ranks; Modeling
distributions - Exponential distribution, Normal distribution, Lognormal distribution.

UNIT-III: Predictive Modeling (9 Hours)
Time series Analysis - Importing and cheaning, Plotting, Moving averages, Missing values, Serial
comrelation, Autocorrelation; Predictive modeling - Owerview, Evaluating predictive miodels, Building
predictive model solutions, Sentimant analysis,

UNIT-IV: Data Extraction (9 Hours)
Extracting meaning from data - Feature salection, User retention, Filkers, Wrappers, Entropy, Decision tree
algarithm; Random forests, The dimensionality problem, Single value decomposition, Principal component
analysis.

UNIT-V: Data Visualization (7 Hours)
Need for data visualization, Creating visualizations - Comparison charts, Composition charts, Distribution
charts, Relationship charts; Using visualization for data science - Popular visualization tools.

Total Hours: 45

TEXT BOOKS:

1. Ofer Mendelevitch, Casey Stella, Douglas Eadline, Practical Data science with Hadoop and Spark:
Designing and Bullding Effective Analytics at Scale, Addison Wesley (Data & Analytics Series), 2017,

2. Alen B. Downay, Think Stats: Exploratory Data Analysis, O'Reilly Publications, 2*¢ Edition, 2014,

REFERENCE BODKS:

1. Jacob T. VanderPlag, Pyihan Data Science Aandbook: Essential Tools for Working with Data, OReilly
Publications, 2016,

2. Cathy O'Meil, Rachell Schutt, Doing Data Sclence: Straight Talk from the Frontline, COReilly
Publications, 2013,
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M. Tech. (CS) - IT Semester
(19MT20502) WEB TECHNOLOGIES

Inkternal Marks External Marks Total Marks
4 B0 100

[ o
W

PRE-REQUISITES: A Course on Object Oriented Programming,

COURSE DESCRIPTION:
Concepts of HTMLS and CSS3 for web page creating and styling; JavaScript and JQuery for client-side
scripting; PHP and MySQL; Node js; AdaX,

COURSE OUTCOMES:

On successful completion of the course, students will be able fo:

CO1. Design and develop dynamic and interactive web pages.

C02. Create database connectivity from web applications to database to implement data definition and
data manlpulation operations.

C03. Bulld web basad applications to provide smart solutions bo real-wordd problems.

DETAILED SYLLABUS:

UMNIT-I: HTMLS and C553 (9 Hours )
HTMLS: HTMLS, Working with forms, HTMLS document structure, Creating editable content, Checking
spelling mistakes, Exploring custom data attributes, Microdata, Client side storage, Drag and drop feature,
Offline web applications, Web communications, Cross document messaging and Desktop notifications.
€S53: Introduction, Features of €553, Syntax of C55, Exploring C55 selectors, Insarting ©55 in HTML
Document, State of CS53.

UNIT-II: Javascript AND JQuery (B Hours)
JavaScript Overview of Javascript, JavaScript functions, Events, Image maps and animations, lavaScript
objects.

IJQuery: Fundamentals of JQuery, }Query selectors, IQuery methods to access HTML attribubes and
traversing, JQuery manipulators, Events and effects,

UNIT-III: PHP and MySQL (9 Hours)
Introduction, Data types, Control structures, Functions, Arrays, Embedding PHP code in web pages, Object
Oriented PHP, PHP and web forms, Sending form data to a server, Authenticating users with PHP, Session
handlers, PHP with MySCL, Interacting with the database, Database transactions.

UNIT-IV: Node.js {11 Hours)
Basics, Framewaork, Simple callbacks, HTTF responses, Variables, File access, MYSOL access.

UNIT-V: AJAX (8 Hours)
Explaring different web technologies, Exploring AJAX, Creating a sample AJAX Application, Displaying date
and time wusing AJAX, Creating the XML HttpReguest object, Reading a file synchromously and
asynchronously, Reading response headers, Loading list boxes dynamically using XML HitpRequest object,
JCuery with AJAX, Validating a field wsing AJAX and PHP,

Total Hours: 45

TEXT BODKS:

1. Kogent Learning Solutions Inc, HTML 5 Black Book: Covers C553, JavaScripl, XML, XATML, AJAX, PHP
and JQuery, Dreambech Press, 1* Edition, 2011,

2. Daniel Howard, Mode.js for PHP Developers, O'Reilly, 1% Edition, 2012,

REFERENCE BODKS:
1. Thomas A, Powell, The Complate Reference; HTML and C55, Tata McGraw Hill, 5 Edition, 2010,
2. W. Jason Gilmaore, Beginning PHP and My5SQL, APress, 4™ Edition, 2011,

29



SAEE VIDYANIKETHAN ENGINEERING COLLEGE {Autonomous)
Department of Computer Science and Engineering
M.Tech (CS) II Semester
(16MT22505) WEB TECHNOLOGIES
{(Common to SE and CS})

Ext.
Int. Marks Marks Total Marks L T P C
40 60 100 4 - - 4

PREREQUISITES: A course on "Object Oriented Programming”.
COURSE DESCRIPTION: Wek Technologies: HTMLS, €55, JavaScript,
JQuery:; Open source server-side scripting language- PHP; MySOL
database concepts; and AJAX.

COURSE OUTCOMES:

On successful completion of this course, the students will be able to:

CO1: Gain knowledge on web technologies.
Co2: Analyze the funchionality of client as well as server
side web technologies for validating web pages.
C03: Gain programming skills to design and develop novel
web applications
Co4: Apply web technologies to make web pages more
interactive, scalable and user friendly web applications.
DETAILED SYLLABUS
UNIT-I: HTML5 AND CSS3 (14 Periods)

HTML5: Overview of HTML and XHTML, HTMLS - Introduction, HTMLS
Document Structure, Creating Editable Content, Checking Spelling
Mistakes, Exploring Custom Data Attributes, Microdata, Client-Side
Storage, Drag and Drop Feature, ARIA Accessibility, Offline Web
Applications, Web Communications, Cross-Document Messaging and
Desktop Motifications, 2D and 3D Graphics; €SS3: Introduction,
Features of CSS3, Syntax of CS55, Exploring CSS selectors, Inserting
CSS in HTML Document, State of C553,

UNIT-II: JAVASCRIPT AND JQUERY (10Periods)
JavaScript: Overview of JavaScript, JavaScript Functions, Events,
Image Maps and Animations, JavaScript Objects; JQuery:
Fundamentals of JQuery, JQuery Selectors, JQuery Methods to Access
HTML Attributes and Traversing, JQuery Manipulators, Events and
Effects.
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UNIT-III: INTRODUCTION TO PHP (10 Periods)

Introduction, Data Types, Variables, Constants, Expressions, String

Interpolation, Control Structures, Functions, Arrays, Embedding PHP

Code in Web Pages, Object Oriented PHP.

UNIT-IV: PHP AND MYSQL (10Periods)

PHP and Web Forms, Sending Form Data to a Server, Authenticating

Users with PHP, Session Handlers, PHP with MySOL, Interacting with

the Database, Database Transactions.

UNIT-V: AJAX (08Periods)

Exploring Different Web Technologies, Exploring AJAX, Creating a

Sample AJAX Application, Displaying Date and Time using AJAX,

Creating the XML HttpRequest Object, Reading a File Synchronously

and Asynchronously, Reading Response Headers, Loading List Boxes

Dynamically using XML HttpReguest Object, JQuery with AJAX,

Validating a Field using AJAX and PHP.

[Total Periods: 52]

TEXT BOOKS:

1. Kogent Learning Solutions Inc, "HTML 5 Black Book: Covers CS553,
JavaScript, XML, XHTML, AJAX, PHP and IQuery,” 1% Edition,
Creamtech Press, 2011,

2. W. Jason Gilmore, "Beginning PHP and MySQL,” 4™ Edition, APress,
2011.

REFERENCE BOOKS:

1. Andrea Tarr, "PHP and MySQL, ™ 1% Edition, Willy India, 2012.

2. Thomas A. Powell, "The Complete Reference: HTML and CSS,” 5™
Edition, Tata McGraw Hill, 2010.

3. Steve Suehring, Tim Converse and Joyce Park, "PHFPE and My5QL,"
1% Edition, Willy India, 2009,

4, P. 1. Deitel and H. M. Deitel, "Internet & World Wide Web How to
Program,” 4'" Edition, Pearson, 2009.
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M. Tech. (CS) - IT Semester
{19MT26305) INTERNET OF THINGS
(Program Elective - 3)

(Common to CNES, CS, S5E, DECS and CMS)

Internal Marks External Marks Total Marks L T P C
41 &0 100 3 3

PRE-REQUISITES: Courses on Computer Metworks, Python Programming.

COURSE DESCRIPTION:
Concepts of Domain Specific 1aTs, M2M and system management with Metconf-Yang, IoT privacy and
security, laT physical devices, Amazon Web Services for [oT and case studies illustrating IoT design.

COURSE OUTCOMES:

CO1. Understand the concepts of IaT, IaT protocols, privacy and security issues in [oT applications to
analyze domain specific ToT's.

€02, Design solutions through implementing 1oT applications on raspberry pi, AWS and develop security
solutions to strengthen [oT environment.

DETAILED SYLLABUS:

UNIT-I: Concepts of IoT (7 Hours)
Cefinition and characteristics of 1oT, Physical design of IoT - loT protocols, Logical desian of IaoT, [aT
enabling technologies, IoT levels and deployvment templates.

UMNIT-II: Domain Specific IoTs, IoT and M2ZM (9 Hours )
Domain Specific IaTe: Home avtomation, Cities, Environment, Energy, Logistics, Agriculture, Industry,
IoT and M2M: Introduction, M2M, Diference between 1oT and M2M, SON and NFV for IoT.

UNIT-III: IaT System Management with NETCONF-YANG and Developing IoTs (9 Hours)
MNeed for IoT systems management, Simple MNetwork Management Protocol (SNMP), Metwork operator
requiremeants, NETCONF-YANG, ToT systems management with NETCONF-YANG.

Developing Internet of Things: Introduction, 1oT design methodology.

UNIT-IV: IeT Privacy, Security And Vulnerabilities Solutions and IoT Physical Devices

{11 Hours)
Introduction, Vulnerabilities, Security requirements and treat analysis, Use cases and misuse cases, [oT
security tomography and layered attacker model, Identity management and establishment, Accass control
and sacure message communication, Security moadels, Profiles and protocols for 1oT.
IoT Physical Devices and Endpoints: What is an [oT device, Exemplary device, About the board, Linux
on Raspberry Pi, Raspberry Pi interfaces, Programming Raspberry Pi with Python and other IoT devices.

UNIT-V: Amazon Web Services for IoT and Case Studies Illustrating IoT Design (9 Hours}
Amazon Web Services for InT: Amazon ECZ, Amazon AutoScaling, Amazon 53, Amazon RDS, Amazon
DynamoDE.

Case Studies Illustrating IoT Design: Home automation, Cities, Environment and Agriculture.

Total hours: 45

TEXT BOOKS:
1. Arshdeep Bahga, Vijay Madisetti, Internet of Things: A Hands-on Approach, Universities Press, 2015,
2. Raj Kamal, [ntemet of Things: Architecture and Design Principles”, McGraw Hill, 1** Edition, 2017,

REFERENCE BOOKS:
1. Adrian McEwen, Hakim Cassimally, Designing the Internet of Things, Wiley, 2013.
2. Jeeva lase, Internet of Things, Khanna Publishing, 1 Edition, 2018,
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SREE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering
M. Tech (CS) - I Semester
(16MT10507 )INTERNET OF THINGS
(Common to CS and CNIS)
{Professional Elective - 1)

Int. Marks Ext. Marks Total Marks L T P C
40 50 100 4 - -~
PRE-REQUISITES:
Courses on "Computer Networks” and "Java”
COURSE DESCRIPTION:
Domain Specific 1oT's; M2M& System Management with Netconf-Yang;
Developing Intermet of Things Using Python; IoT Physical Devices &
Case Studies [llustrating 1oT Design
COURSE OUTCOMES:
After successful completion of this course, students will be able to:
C01: Gan knowledge on
o Building blocks of Intermet of Things and
characteristics.
o Application areas of laT
o Concept of M2M (machine to machine) with necessary
protacals
CO2: Analyze Domain specific 1oT's, revolution of Internet in Mabile
Devices,
C03: Design and Develop Technigues for sclutions to solve the
problems in IaT using Python Scripting Language.
CO4: Conduct research on domain specific IoT's and IoT enabling
Technologies.
C0O%5; Acguire knowledge to recognize the opportunities and contribute
to collaborative-multidisciphinary Scientific Research,
DETAILED SYLLABUS:
UNIT I- INTRODUCTION & CONCEPTS (08 periods)
Introduction to Intermet of Things =Definition and Characteristics of [oT,
Physical Design of IoT = IoT Protocols, Logical Design of 10T, 10T
Enabling Technologies, [oT Levels and Templates
UNIT II - DOMAIN SPECIFIC IOTS {09 periods)
Home Automation, Cities, Environment, Energy, Retail, Logistics,
Agriculture, Industry, Health & Life Style
UNIT III - M2M & SYSTEM MANAGEMENT WITH NETCONF-YANG
(11 periods)
IoT and M2M - M2M, Difference between [OT and M2ZM, difference
between SDN and NPV for loT, Scoftware defined networks, network
function virtualization, MNeed for 10T Systems Management, Simple
MNetworle Management Protocol, Limitations of SNMP, Network Operator
Reguirements.
Basics of IoT System Management with MNETCOZF, YANG, YANG-
MNETCONF
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UNIT IV — DEVELOPING INTERNET OF THINGSUSING PYTHON
(15 periods)
Introduction, IOT Design Methodology, Installing Python, Language
features of Python, Python Data Types & Data Structures, Control Flow,
Functions, Modules, File Handling, Date/ Time Operations, Classes,
Exception handling, Python Packages of Interest for LoT.
UNIT V - IOT PHYSICAL DEVICES & ENDPOINTS (12 periods)
What is an IOT Device, Exemplary Device, Board, Linux on Raspberry
Pi, Interfaces, Programming and 10T Devices, Case Studies Ilustrating
loT Design: Home Automation, Cities and Agriculture.
Total Periods: 55
TEXT BOOK:
1. Vijay Madisetti and Arshdeep Bahga,” Internet of Things A Hands On
Approach”, Universities Press, 2015.
REFERENCE BOOKS:
1. Adrian McEwen, "Designing the Internet of Things”, Wiely Piblishers,
2014,
2. Daniel Kellmereit, "The Sifent Intelligence: The Internet of Things".
2013, DND Ventures LLg, 2013

34



M. Tech. (C5) - IT Semester
(19MT20503) ARTIFICIAL NEURAL NETWORKS AND DEEP LEARNING
{Program Elective - 3)
(Commaon to C5, CHIS and SE)

Internal Marks External Marks Total Marks L T B C
41 &0 100 3 3

PRE-REQUISITES: & course on Machine Learning.

COURSE DESCRIPTION:

Representation of neural network, Leaming rule, Training algorithm, Activation functions, Convolution
neural network and its variants, Long term dependencies in sequence-to-sequence classification,
Regularization for deep learning, hyper parameter selection, Applications of deep learning.

COURSE OUTCOMES:

On successful completion of the course, studsnts will be able to:

€O01. Apply conceptual knowledge to analyze various approaches for leaming with deep neural networks.

CO02. Select appropriate libraries for using deep learning algorithms to implement various types of
learning tasks in diverse domains.

CO03. Select optimal model parameters for different deep learning techniques using optmization
techniques,

DETAILED SYLLABUS:

UMNIT-I: Neiral Networks (9 Hours)
Neural network representation, Topologies, Training, Activation functions, Perceptron feaming, Rule and
convergence Thearem, Adaline, Delta Rule, Exclusive OR problem, Multilayer perceptron.

UMNIT-II: Training Feed-Forward Neural Networks (9 Hours)
Multilayer Feed Forward Backpropagation Algorithm, Delta rule and Learning rates, Other activation
functions, Deficiencies of Backpropagation, Advanced algorithms, The effect of number of learning samples
and number of hidden units, Stochastic and Minibatch gradient descent, Test sets, Validation sets,
Overfitting - Preventing Cverfitting.

UNIT-III: Conwveluticnal Neural Networks (9 Houirs)
The convolution operation, Parameter Sharing, Pooling, Variants of the basic convelution function, Data
typas, Efficient conveolution algorithms, Random or Unsupervised features, Convalutional networks and the
history of deep learning,

UNIT-IV: Recurrent Neural Networks (9 Hours)
Bidirectional RNNMNs, Encoder-Decoder Sequence-to-Sequence architectures, Deep recurrent networks,
Recursive neural netwarks, The challenge of long-term dependencies, Echo state netwarks, Leaky units
and other strategies for multiple time scales, The long short-term memory and other gated RMNMNs,
Optimization for long-term dependencies, Explicit memory,

UNIT-V: Regularization for Deep Learning (9 Hours )
Parameter norm penalties, Dataset augmentation, Early stopping, Parameter tying and sharing, Dropout,
Sparse representations, Bagging and other ensemble methods, Adversarial training, Performance metrics,
Default baseline models, Selecting hyper parameters, Debugging strategies, Applications - Computer
Wision, Speech Recognition, Natural Language Processing.

Total Hours: 45
TEXT BOOKS:
1. Ilan Goodfellow I, Yoshua Bengio, Aaron Courville , Deep Learing, MIT Press, 2016,
2. Ben Krose, Patrick van der Smagt, An Introduction fo Newral! Networks, MIT Press, 8 Edition, 1996,

REFERENCE BOOK:
1. Yegnanarayana B., Artificial Neural Networks, PHI, 2012,
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M. Tech. (C5) - IT Semester
(19MT20504) COMPUTER VISION
(Program Elective - 3)

Internal Marks External Marks Total Marks L T F
40 &0 1040 3 3

PRE-REQUISITES: Courses on Image Processing, Machine Learning,

COURSE DESCRIPTION:
Fundamental of computer wision Including filkering, Image clustering, classification and scene
understanding proceduras; Practical integration of machine vision systems, and the ralated applications.

COURSE OUTCOMES:

On successful completion of the course, students will be able to:

€O01. Demonstrate knowledge on image processing technigues and analyze  filkering,  thresholding
methods to solve segmentation technigques which elucidate the image segmantation, edge
detection procedures.

C02. Design solutions for image analysis problems by clustering and classification technigues to develop
novel techniques and afficient algorithms for image classification.

DETAILED SYLLABUS:

UMNIT-I: Introduction and Image Filtering (9 Hours)
Images and Imaging Operations: Gray scale versus color, Image processing operations, Basic
operations an gray scale images, Basic aperations on binary images, Sequantial versus parallal aperations.
Image Filtering Operations: Moise suppression using Gaussian smoothing, Median filters, Mode filters,
Rank order Filters, Sharp-Unsharp masking, Coloer in image filtering.

UNIT-II: Thresholding Technigues (9 Hours)
Region growing methods, Thresholding - Finding suitable threshold, Bias in threshold selection, Finding the
valley in the intensity distribution, Adaptive thresholding, Threshold selection - Variance based
thresholding, Entropy based thresholding, Maximum likelihood thresholding.

UNIT-III: Edge Detection Methods (10 Hours)
Basic theory of edge detection, Template matching approach, 3=3 template operators, Hysteresis
thresholding, Design of differential gradient operators, Canny operator, Laplacian operator, Active
contours, Mathematical morphology - Dilation and erosian in binary images, Closing and opening.

UNIT-IV: Clustering and Classification (9 Hours )
Cluster Analysis: Supervisad and unsupervised learning, Clustering procedures.

Classification: Principal component analysis, Support vector machine, Artificial neural networks,
Backpropagation algarithm, MLP architectures, Over fitting to the training data.

UNIT-V: Texture Analysis and Applications of Computer Vision (B Hours)
Texture Analysis: Basic approaches of texture analysis, Representing texture, Synthesizing Textures for
Rendering Shape for Textura for Planes.

Case Studies: Face recognition, Location of dark contaminants in cereals, Location of insects, Inspection
of cereal grains, In-vehicle vision systems, Location of road markings, Road signs, Vehicle guldance in
agriculture.

Total Hours: 45

TEXT BODK:
1. E. R. Davies, Computer and Machine Visign: Theory, Algorithms, Pradicalities, Academic Press
Elsevier, 4 Edition, 2012.

REFERENCE BOOKS:

1. David A. Forsyth and Jean Ponca, Computer Vision: A Modern Approach, Pearson, 20 Edition, 2015.
2. Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing, Pearson, 4% Edition, 2018,

3. Mark Mixon, Alberto Aguado, Feature Extraction & Image Frocessing, Elsevier, 2 Edition, 2008,
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SAEE VIDYANIKETHAN ENGINEERING COLLEGE (Autonomous)
Department of Computer Science and Engineering
M. Tech (CS) - I Semester
(16MT10505) COMPUTER VISION
(Professional Elective-I)
Int. Marks Ext. Marks Total Marks L T P C
40 &0 100 o - - F )

PRE-REQUISITES:

A Course on "Computer Graphics”

COURSE DESCRIPTION:

Concepts of Cameras, Measuring Light , Sources, Shadows and

Shading; Linear filters, Edge detection; Segmentation by clustering,

Segmentation by fitting a8 model; Finding templates using classifiers ,

Recognition by relations between Templates; Geometric camera

models, Camera calibration.

COURSE OUTCOMES:

After successful completion of this course the students will be able to:

CO -7: Gain knowledge in image processing technigues,

CO -2; Analyze the applicability of various techniques such as Fourier
Transforms, Normalized Correlation, Estimating Derivatives in
filtering and edge detection to generate guality images.

CO -3 Solve complex image segmentation problems using clustering
and fitting models.

CO -4: Conduct Research on geometric methods and tools for camera

calibration,

CO -5 Apply building classifiers, voting and search techniques and
Image Processing tools for finding templates for real world
images.

DETAILED SYLLABUS:

UNIT-I: CAMERAS, SOURCES, SHADOWS AND SHADING

(10 Periods)

Cameras: Pinhole Cameras, Camera with Lenses, the Human Eye and

Sensing. Radiometry-Measuring Light: Light in Spacs, Light at

Surfaces and Important Special Cases.

Sources, Shadows and Shading: Qualitative Radiometry, Sources

and their effects, Local Shading Models, Application: Photometric

Stereo, Inter reflections: Global Shading Models.

UNIT-II: LINEAR FILTERS AND EDGE DETECTION (11 Periods)

Linear Filkers: Linsar Filters and Convolution, Shift Invariant Linear

Systems, Spatial Freguency and Fourier Transforms, Sampling and

Aliasing ,Filters as Templates, Technigues- Normalized Correlation and

Finding Patterns, Scale and Image Pyramids.

Edge Detection: MNoise, Estimating Denvatives, Detecting Edges,

Texture: Representing Texture, Analysis using Oriented Pyramids.

Application: Synthesizing Textures for Rendering Shape for Texture

for Planes,
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UNIT-III: SEGMENTATION BY CLUSTERING AND FITTING A
MODEL (11 Periods)
Segmentation by Clustering: Introduction to Segmentation, Human
Vision: Grouping and Gestalt, Applications: Shot Boundary Detection
and Background Subtraction, Image Segmentation by Clustering Pixels,
Segmentation by Graph-Theoretic Clustering.
Segmentation by Fitting a Model: The Hough Transform, Fitting
Lines, Fitting Curves, Fitting as Probabilistic Inference Problem,
Robustness, Example: Using RANSAC to Fit Fundamental Matrices,
Missing Data Problems, the EM Algorithm,
UNIT-IV:FINDING TEMPLATES USING CLASSIFIERS AND
RECOGNITION BY RELATIONS BETWEEN TEMPLATES 13 Periods)
Finding Templates using Classifiers: Method for Building Classifiers,
Building Classifiers from Class Histograms, Feature Selection, Meural
MNetwaorles, the Support Vector Machine.
Recognition by relations between Templates: Finding Objects by
Vating on Relations between Templates, Relational Reasoning Using
Probabilistic Models and Search, Using Classifiers to Prune Search,
Hidden Markovy Models, Application: HMM and Sign Language
Understanding, Finding People with HMM.
UNIT-V: GEOMETRIC CAMERA MODELS AND GEOMETRIC
CAMERA CALIBRATION (10 Periods)
Geometric Camera Models: Hements of Analytical Euclidean
Geometry, Camera Parameters and the Perspective Projection, Affine
Cameras and Affine Projection Equations, Geometric Camera
Calibration: Least-Squares Parameter Estimation, & Linear Approach
to Camera Calibration, Taking Radial Distortion into Account, Analytical
Photogrammetry, An  Application:  Mobile Robot  Localization,
Introduction to image processing #tools: Adobe Photoshop,
Macromedia Fireworlks.

Total Periods: 55

TEXT BOOK:
1. David A. Forsyth and Jean Ponce:"Computer Vision = 4 Modern
Approach,”

PHI Learning, 2009,
REFEREMNCE BOOKS:

1. G Sommer, “"Geometric Computing with Clifford Algebra, "1
ed., Springer Newyork 2001

2. Milan Sonka, Vaclav Hlavac, Roger Boyle “Digital Image
Processing and Computer Vision,” 1 ed., Ceneage Learning
India Pvt. Ltd, New Delhi , 2008,

3. Jack,” Computer Vislon and Applcations,” Concise Edition,
Academy Press, 2000,
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M. Tech. (CS) - IT Semester
(19MT20505) DATA PREPARATION AND AMNALYSIS
(Program Elsctive - 3}

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: A Course on Probability and Statistics.

COURSE DESCRIPTION: Introduction, Sources of data, Types of variables, Hypathesis tests,
Understanding relationships, Exploratory data mining and data cleaning - EDM in higher dimensions, Data
driven approach; Partitions and piecewise models, Divide and conquer, Data cubes, Monlinear partitions,
Data quality techniques and algorithms.

COURSE OUTCOMES:

On successful complation of the course, students will be able fo:

CO1. Prepare data and recognize the characteristics of data to perform business analytics in decision
making process,

CO02. Use appropriate techniques including data profiling and normalization to improve the quality of
data,

CO3. Interpret and recognize various patterns in data using visualization technigues.

DETAILED SYLLABUS:

UMNIT-I: Introduction (9 Hours)
Sources of data, Process for making sense of data, Describing data - Observations and variables, Types
of variables, Central tendency, Distributbion of the data, Confidence intervals, Hypothesis tests;
Freparing data tables - Cleaning the data, Mormalization, Mew freguency distribution, Generating groups,
Praparing unstructured data.

UNIT-II: Understanding Relationships (9 Hours)
Visualizing relationships between variables, Calculating metrics; Identifying and enderstanding groups -
Clustering, Association rules, Learning decision trees from data; Building models from data - Linear
regression, Logistic regression, K-Nearest Neighbors, Classification and regression trees.

UNIT-III: Exploratory Data Mining and Data Cleaning (9 Hours)
Cautionary tales, Taming the data, Challenges, EDM, End-to-End data quality (DQ), Exploratory Data
Mining = Uncertainty, EDM, EDM summarias, Data driven approach-nonparamatric analysis, ECM in higher
dimensions, Rectilinear histograms, Depth and multivariate binning.

UNIT-IV: Partitions and Piecewise Models (2 Hours)
Divide and conguer, Data cubes, Monlinear partitions, DataSpheres (DS), Set comparison using EDM
summaries, Discovering complex structure in data, Piecewise linear regression, One-Pass classification,
Data Quality = Meaning, Updating DG metrics, DQ process.

UNIT-V: Data Quality: Techniques and Algorithms (9 Hours)
D4 tools based on statistical technigues, Database technigues for DQ, ETL, Approximate matching,
Database profiling, Metadata and domain expartise, Measuring data quality, Data quality and its challenga,

Total Hours: 45

TEXT BODKS:

1. Glenn 1. Myatt, Wayne P. Johnson, Making sense of Data: A practical Guide to Exploratory Data
Analysis and Data Mining, Wilzy, 2™ Edition, 2014,

2. Tamraparni Dasu, Theodore Johnson, Exploratory Data Minlng and Data Cleaning, Wiley Series In
Probability and Statistics, 2003,
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M. Tech. (CS) - IT Semester
{(19MT20506) CYBER SECURITY
(Program Elective - 4)

Internal Marks External Marks Total Marks LT # &
i B0 100 3 - - 3

PRE-REQUISITES: A course on Computer Networks.

COURSE DESCRIPTIOM: Cybercrime, Cyberoffenses, Tools and Methods wsed in Cybercrime, Cyber
security vulnerabiliies and safeguards, IT audit, Proxy servers and anonymizers, Phishing, Password
cracking, Keyloggers and Spywares, Virus and Werms, Steganography, Cyber forensics,

COURSE OUTCOMES:

€O1. Apply the conceptual knowledge of cyber security to analyze the threats for protecting the
computational assats,

CO2. Apply various standards and cyber laws to enhance cyber security in development process and
infrastructure protection and design appropriate security solutions and policies to strengthen
computers and digital information.

DETAILED SYLLABUS:

UNIT-I: Introduction to Cybercrime (7 Hours)
Cefinition and origins of the word, Cybererime and Information security, Classifications of cybercrimes,
Cybercrime and the Indian ITA 2000, & global perspective on cybercrimes.

UNIT-II: Cyberoffenses and Cybercrime (10 Hours)
Cyberoffenses: How criminals plan the attacks, Social Engineering, Cyber stalking, Cybercafe and
Cybercrimes, Botnets, Attack vector, Cloud computing.

Cybercrime: Proliferation of mobile and wireless devices, Trends in mobllity, Credit card frauds In mabile
and wireless computing era, Security challenges posed by mobile devices, Registry settings for mobile
devices, Authentication service security, Attacks on mebile/cell phones, Mobile devices and security
implications for organizations, Organizational measures for handling mobile devices related sacurity issues,
‘fﬁrﬂ;nizaﬁnna[ security policies and measures in mobile computing era, Physical security countermeasures
or laptops,

UNIT-III: Tools and Methods used in Cybercrime (9 Hours)
Proxy servers and anonymizers, Phishing, Password cracking, Keyloggers and Spywares, Virus and Waorms,
Steganography, DoS and DDoS attacks, SQL injection, Buffer overflow, Attacks on wireless networks,
Phishing, Identity theft {ID Theft).

UNIT-IV: Understanding Computer Forensics {10 Hours)
Historical background of cyber forensics, Digital forensics science, The need for computer forensics, Cybar
forensics and digital evidence, Forensics analysis of email, Digital forensics lifecycke, Chain of custody
concept, Network forensics, Approaching a computer forensics investigation, Setting of @ computer
forensices laboratory and understanding the requirements, Computer forensics and steganography,
Relevance of the OS5I 7 layer model to the computer forensics, Forensics and social networking sites,
Forensice auditing, Antiforensics.

UNIT-V: Organizational Implications and Case Studiaes (9 Hours)
Organizational Implications: Cost of cybercrimes and IPR Issues, Web threats for organizations,
Security and Privacy Implications from Cloud Computing, Social media marketing, Social computing and
the associated chaflenges for organizations, Protecting people’s privacy In the organization, Crganizational
guigelines for Internet usage and safe computing guidelines and computer usage policy, Incident handling,
Intellectual property in the cyberspace of cyber security.
Case Studies: The Indian case of online gambling, An Indian case of intellectyal property crime
Total Hours: 45
TEXT BOOK:
1. Nina Godbole, Sunit Belapure, Cyber Security: Understanding Cyber Crimes, Compuwter Forensics and
Legal Perspectives, Wiley India, 2013,
REFERENCE BOOKS:
1. Dan Shaemaker, Kenneth Sigler, Cyberseécurty: Engineering & Secure Information Teéchhology
Qrganization, Cengage India, 1°* Edition, 2015,
2. Nancy R. Mead, Carcl Waoody, Cyber Security Engineering: A FPractical Approach for Systems and
Software, Pearson Education, 2017,
3. Nina Godbole, Infarmation System Secunity, Wiley, 2009,
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M. Tech. (CS) - II Semester
(19MT20507) RECOMMENDER SYSTEMS
{Program Elective - 4)

Internal Marks External Marks Tokal Marks L T F &

40 &0 100 I = = 3
PRE-REQUISITES: Courses on Data Warehousing and Data Mining, Machine Learning, Database
Management Systems, Algorithm Design.

COURSE DESCRIPTION:

Recommender system overview, Overview of information retrieval models, Search and filtering techniques,
Content based filtering, Similarity based and classification algorithms, Collaborative filtering, Evaluating
recommender systams.

COURSE OUTCOMES:

On successiul completion of the couwrse, students will be able to:

€01. Understand and analyze the need of recommender systems by comparing with classical decision
suppart systams.

CO02. Evaluate and model recommender systems ko apply appropriate recommender systems into real-
world and simple web applications,

DETAILED SYLLABUS:

UNIT-I - Recommender System Overview and Functions (9 Hours)
Overview of information retrieval, Retrieval models, Search and filtering technigues, Relevance feedback,
User profiles, Recommender system functions, Matrix operations, Covariance matrices, Understanding
ratings, Applications of recommendation systems, Issuas with recommender systems.

UNIT-II: Content Based Recommender Systems (9 Hours)
Contenk-basad filtering - High level architecture of content-based systems, Advantages and drawbacks of
content based filtering, Item - profiles, Discovering features of documents, pre-processing and feature
extraction, Obtaining item features from tags, Methods for learning user profiles, Similarity based
retriaval, Classification algorithms.

UNIT-III: Models of Recommender Systems (9 Hours)
Colflaborative filtering - User based recommendation, [tem based recommendation, Model based
approaches, Matrix factorization, Attacks on collaborative recommender systems; Hybrid approaches -
Opportunities  for  hybridization; Monolithic hybridization design - Featurs combination, Feature
augmentation; Parallelized hybridization design - Weighted, Switching, Mixed; Pipelined hybridization
design - Cascade meta-lavel; Limitations of hybridization strategies.

UNIT-IV: Evaluating Recormmender Systems (9 Hours)
Introduction, General properties of evaluation research, Evaluation designs - Accuracy, Coverage,
Confidence, MNovelty, Diversity, Scalability, Serendipity, Evaluation on historical datasets, Offline
evaluations.

UNIT-V: Recommender System Types (9 Hours}
Recommender systems in personalized web search, Knowledge based recommender systems, Social
tagging recommender systems, Trust centric recommendations, Group recommender systems.

Total Hours: 45

TEXT BOOKS:

1. Charu C. Aggarwal, Recommender Systems: The Textbook, Springer, 2016,

2. Jannach D., Zanker M., Felfernig A, Gerhard F., Recommender Systems: An Introduction, Cambridge
University Press, 2011.

REFERENCE BOOKS:

1. Ricg F., Rokach L., Shapira B., Recommender Systems Handbook, Springer, 2011.

2. Manouselis M., Drachsler H., Verbart K., Duval E., Recommender Systems for Learning, Springer,
2013.

41



M. Tech. (C5) - IT Semester
(19MT20508) SOFT COMPUTING
{Program Elective - 4)
(Commen to C5 and CNIS)

Internal Marks External Marks Total Marks L T B C
41 &0 100 3 3

PRE-REQUISITES: Courses on Mathematical Foundations of Computer Science, Machine Learning.

COURSE DESCRIPTION:

Introduction to neural networks, Applications and scope of neural networks, Basic models of artificial neural
netwaorks, Supervised and unsupervised learning networks, Associative memory networks, Fuzzy logic and
fuzzy sets, Genetic algorithms, Hybrid soft computing technigues and its applications.

COURSE OUTCOMES:

On successful complation of the course, studants will be able to;

€01. PReview the feasibility of applying a soft computing methodology for a particular problem.

CO2. Analyze architectures of neural netwarks, genetic algorithms, hop field networks, and hybrid soft
computing techniques to solve combinatorial optimization problems using genetic algorithms,

CO03. Develop hybrid algorithms wsing soft computing technigues by integrating ANMN and genetic
algorithms,

DETAILED SYLLABUS:

UMNIT-I: Introduction (9 Hours)
Neural networks, Application and scope of neural network, Fuzzy logic, Genetic algorithm, Hybrid systems,
Basic models of artificial neural network, Linear separability.

UNIT-II: Supervised and Unsupervised Learning Networks (9 Hours)
Supervised Learning Networks: Perceptron networks, Adaptive linear neuron, Multiple adaptive linear
neuron, Radial basis function network, Backpropagation network,

Unsupervised Learning Networks: Kohonen self-organizing feature maps, Learning vector guantization.

UMNIT-III: Associative Memory Networks (9 Hours)
Training akjorithms for pattern association, Autoassociative memary network, Hateroassociative memory
network, Bidirectional associative memary, Hop field netwaorks.

UNIT-IV: Fuzzy Logic and Genetic Algorithms (9 Hours)
Fuzzy Logic: Classical sets, Fuzzy sets, Fuzzy relations, Cartesian product of relation, Taolerance and
equivalenca relation, Fuzzy decdsion making.

Genetic Algorithms: Biclogical background, Traditional optimization and search techniques, Genetic
algorithm and search space, Terminologies, General genetic algorithm, Operators, Stopping condition,
Constraints, Schema theorem,

UNIT-V: Hybrid Soft Computing Technigues {9 Hours)
Genetic neurc-hybrid system, Properties, Genetic algorithm based back-propagation network (BPN].
Applications: Flood area analysis, Optimization of travelling salesman problem, Internet search engines.

Total Hours: 45

TEXT BOOKS:
1. S.M. Sivanandam and S.M. Deepa, Principles of Saft Computing, Wiley, 2™ Edition, 2011.

REFERENCE BOOKS:

1. 1 -5.R. Jang, C. -T. Sun, E. Mizutani, Newro-Fuzzy and Soft Computing: A Computational Approach
to Learning and Machine Inteliigence, Pearson, 2015,

2. 5. Rajasekaran and G. A. Vijayalakshmi Pal, Neural Networks, Fuzzy logic and Genetic Algorithms:
Synthesis and Applicatians, PHI, 2011,
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M. Tech. (CS) - IT Semester
{19MT20509) VIRTUAL REALITY AND AUGMENTED REALITY
{Program Elective - 4)

Internal Marks External Marks Total Marks L T P
40 &0 1040 3 3

PRE-REQUISITES: Courses on Artificial Intelligence, Image Processing.

COURSE DESCRIPTION:

Wirtual Reality - Devices, Interfaces, Architectures, Rendering Principles, Modeling and Management;
Augmented Reality - Environment, Devices, Communication technigues; Applications of Virtual Reality
and Augmented Reality.

COURSE OUTCOMES:

On successful completion of the course, stugents will be able to:

CO1. Acquire the knowledge In the basic concepts of virtual reality and augmented reality and
understand the contemporary applications,

CO2. Analyze varicus virtual reality architectures for developing virtual reality based applications.

C03. Explore the augmented reality environment essentlals to evaluate and select appropriate
augmented reality based user-machine communication techniques.

DETAILED SYLLABUS:

UNIT-I: Virtual Reality (10 Hours)
Definition, Three I's af virtual reality, Virtual reality Vs 30 computer graphics, Benefits of virtual reality,
Components of VR system, Input devices, 3D position trackers, Performance parameters, Types of
trackers, Mavigation and manipulation interfaces, Gesture interfaces, Types of gesture Input devices,
Output devices, Graphics display, Human viswal system, Personal graphics displays, Large wolume
displays, Sound displays, Human auditory system.

UNIT-II: Virtual Reality Architecture (10 Hours}
Computing architectures of VR, Rendering principle, Graphics and Haptics rendering, PC graphics
architecture, Graphics accelerators, Graphics benchmarks, Workstation based architectures, Sun Blade
1000 architecture, SGI infinite reality architecturs, Distributed VR architectures, Multipipeline
synchronization, Collocated rendering pipelines, Distributed virtual environments.

UNIT-ITI: Virtual Reality Modeling (9 Hours)
Modeling, Geometric modeling, Virtual object shape, Object visual appearance, Kinematics modaling,
Transformaton matrices, Object paosition, Transformation invariants, Object hierarchies, Viewing the 3D
world, Physical modeling, Collision detection, Surface deformation, Force computation, Force smoothing
and mapping, Behavior modeling, Model management.

UNIT-IV: Augmented Reality (B Hours)
Augmented reality, How is AR evalving, AR environment, Tactile sensations, Haptics and touch screens,
Defarmable screens, Adding a sense touch behind the screens, Haptics as a method of communication.

UNIT-V: Applications of Virtual Reality and Augmented Reality (B Hours)
VR applications - Medical applications of VR, Education, Arts and entertainmeant, Military VR applications,
WR applications in manufacturing, Applications of VR in robotics, Information visualization.

AR applications - Story teliing conventions, Ghosts, Living pictures, 3-D drawing, Objacts Telling storias,
Embedding technaology inside the body,

Total Houwrs: 45
TEXT BOOKS:
1. Grigore C. Burdea, Philippe Coiffet, Virtual Reality Technology, Wilay India, 27 Edition, 2006.
2. Helen Papaglannis, Augmented Human: How Technology is Shaping the New Reality, ORallly, 1=
Edition, 2017,

REFERENCE BOOKS:

1. John Vince, Introduction to Wirtual Reality, Springer, 2004,

2. William R. Sherman, Alan B. Craig, Understanding Virtual Reality: Interface, Application, Design,
Elsevier, Morgan Kaufmann, 27 Edition, 2018,
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M. Tech. (C5) - IT Semester
(19MT20531) DATA SCIENCE LAB

Inkternal Marks External Marks Total Marks L T P
50 50 100 - - 4

R ]

PRE-REQUISITES: Courses on Data Warshousing and Data Mining, Probability and Statistics.

COURSE DESCRIPTION:

Hands on experience on applications of data science using Python - Linear regression, Logistic regression,
Gaussian Distribution, Naive Bayes' classification, Support vector machine, Principal component analysis,
Decision Tree, Time series analysis, Data visualization.

COURSE OUTCOMES:
On successful completion of the course, students will be able to:
CO1. Design and develop probability and statistical models to interpret data using relevant python

libraries such as SciPy and StatsModal.

C02. Apply dimensionality reduction technigues on appropriate online dataset and perform time series

analysis importing Scikitearn.

€03. Build data visualization using charts, plots and histograms to identify trends, pattemns and outliers

in data impaorting Matplotlib.

CO4. Write, present technical report/document effectivealy,
CO05. Function effectively as an individual and as a member in teams to implement mini-project.

LIST OF EXERCISES:

1.

2.

10.

11,

12.

Construct a modal to perform one day ahead prediction of stock market using rolling linear regrasslan,
ARIMA, and neural networks, Consider stock market dataset from Kaggle.

Consider dataset provided by Google Inc. Size of dataset is 50M records. Perform data cleaning,
tonstruct new features, visualize the pre-processed dataset and construct a multi-linear regression
maodel, Consider NYC taxi fare prediction dataset from Kaggle.

Implement Gaussian distribution to detect anomalies of credit card transaction. Consider credit card
fraud detection data from Kaggle,

Construct a binary classifier using Maive Bayes algorithm to detect spam Ematls. Consider spambase
dataset from UCI machine learning repository.

Design logistic regression based model for credik risk assessment by detecting outliers. Consider cradit
risk assessment dataset from Kaggle.

Predict whether or not a patient is having heart disease using support vector machine and also handle
the missing values in the dataset. Consider heart disease dataset from UCI machine learning
repository.

Use principal component analysis to reduce the dimensionality of the given Glass dataset and perform
classification on the reduced and as well as the raw data to evaluate the performance of the classifier,
Consider glass identification dataset from UCI machine kearning repositary.

Implement decision tree and random forest for multiclass clagsification using Iris dataset, Consider iris
dataset from UCI machine learning repository.

Using time series analysis predict the web traffic based on the historical taffic data to a specific web
page. Consider web traffic tima series forecasting data from Kaggle.

Perform data visualization considering online dataset from UCI machine learning repository.
a) Plot the Pearson correlation between a set of variables.

b} Plot the word cloud after performing processing on a given text data.

€] Visualize the hierarchical data using tree map plot {Usa SQUARIFY package)

Perform sentiment data analysis using Hadoop to build a predictive madel, Cansider Twitter data from
Kaggle for processing.

Mini Project

REFERENCE BOOKS:

1.

2.

Ofer Mendelevitch, Casey Stella, Douglas Eadline, Practical Data science with Hadoop and Spark:
Designing and Bullding Effective Analytics at Scale, Addison Wesley [(Data & Analytics Series), 2017,
Alen B. Downey, Think Stats: Exploratory Data Analysis, O'Relily Fublications, 2° Edition, 2014,
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M. Tech. (CS) - IT Semester
(19MT20532) WEB TECHNOLOGIES LAB

Inkternal Marks External Marks Total Marks L T P
S0 50 100 - - 4

R ]

PRE-REQUISITES: A course on Object Oriented Programming.

COURSE DESCRIPTION:
Hands on practice on development of web applications using HTML tags, TS5 Selactors, Java Scripk,
Jusery, XML, PHP and MYSOL, node j5, AJAK,

COURSE OUTCOMES:

On successful completion of the course, students will be able ta:

CO1. Design Interactive web applications using HTML, CS5, JavaScript, JQuery, XML, AJAX, node.js, PHP
and MySOL.

CO02. Develop dynamic web applications based using AJAX, Nodejs and JavaScript programming
language.

CO3. Write, present technical report/document effectively.

CO04. Function effectively as an Individual and as a member in teams ko Implement mini-project.

LIST OF EXERCISES:
1. Create an HTML web page with the following features:

a. Title, Page formattingincludes a background color andpicture, a non-daefault text cobor, and

non-dafault text and link colors.

b. A horizontal rule includes with three levels of headers.

c. Text formatting includes text alignment, three-level bulleted list and a two-level numbered list,
two external links, with one a text link and one an image link, three internal "bookmark"” links
~that is, a link to further down on the current page, A relative link to an image in a different
directary than the directary in which your current HTML page rasides.

An image should appear off to the right side of the page.

An image map with at least three links,

A table that includes at least threa rows, two cells in each row, twa colspan attributes, and one
rowspan attribute. Put a background color on the entire table, a different background color on
one call, and a background image on one entire row of the table.

=poo

2. Apply the following styles to above web page.

Fonts and Styles: font-family, font-style, font-weight and font-size

Backgrounds and colors: color, background-color,background-image and background-repeat
Text: text-decoration, text-transformation, text-align and text-indentation, text-align
Borders: border, border-width, border-color and border-style

Styles for links: A: link, A: visived, A active, Azhover

panow

3. Create an HTML web page with JavaScript for the following problem:
Get bwo input numbers from an HTML form. On submit, call a function to edit them to make sure that
they are within the range of 1-100. If not; display an error message and set focus to the field in error:
If the entered numbers are valid, add the two numbers together and display the total in an alert box,
Pop up a prompt box to get a third number and edit it to make sure it's in the range of 1 to 5. Multiply
the original total (from the two input boxes) by this third number. Store the result in a cookie and then
automatically opan a second page to display the cookie that you saved on the prior page.

4, Design a web page with the following features using HTMLS, JavaScript and 3Quary:
a, Displaying of images with Custom animated effects
b. Playing of selected video from the list of videos
¢, Showing the animated text in increasing and decreasing font size
d. Changing the size of the area in a web page using DIV tag
e, Hiding and Showing elements in a wab page.

5. Write a program to perform the following operations on the database called College stored on client's
machine,

Create table Emp.

Insert records into Emp table.

Display recards of Emp table,

Delete recond(s) from Emp table.

Drop Emp table,

manow
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&. Write PHP Script that takes user input data (Personal Information like registration to a websita) in a
form and validates it and write the data into the database.

7. Design a web page to reload some portion of the web page content using XMLHEtpRequest object.

8. Write a node.js code for storing books details like Mame of the book, author, publisher, edition, price,
efc into MyS0L database and retrieve books details from the database.
Write a node js program to read contents from one file and write to another file.

‘li.'i Write a AJAX program to retrieve the data from the database without refreshing the page,
11. Mini Project

REFERENCE BOOKS:

1. Kogent Learning Solutions Inc, HNTML § Black Book: Covers C553, JavaScript, XML, XHTML, ATAX, PHP
and JQuery, Dreamtach Press, 1*° Edition, 2011,

2. Daniel Howard, Node,js for PHP Developers, O'Reilly, 1= Edition, 2012,
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M. Tech. (CS) - IT Semester
(19MT2ACO01) STATISTICS WITHR
{Audit Course)

{Common to All M. Tech. Programs)

Internal Marks External Marks Total Marks L T P C
2

PRE-REQUISITES: A course on Stakistics.

COURSE DESCRIPTION:
Concepts of B programming basics, Bivariate and multivariate data, Confidence intervals, Goodness of fit,
Analysis of variance.

COURSE OUTCOMES:

On successful completion of the colurss, students will be able fo:

CO1. Import, manage, manipulate, and structure data files using R programming.

€02, Implement models for statistical analysis of a given dataset and visualize the results to identify
trends, patterns and outliers in data.

DETAILED SYLLABUS:

UNIT-I: Introduction (5 Hours)
Data, R's command line, Variables, Functions, The workspace, External packages, Data sets, Data vectors,
Functions, NMumeric summaries, Categorical data,

Unit II - Bivariate and Multivariate Data (7 Hours)
Lists, Data frames, Paired data, Correlation, Trends, Transformations, Bivariate categorical data, Measures
of association, Two-way tables, Marginal distributions, Conditional distributions, Graphical summaries,
Multivariate data - Data frames, Applying a function over a collection, Using external data, Lattice
graphics, Grouping, Statistical transformations,

UMNIT-III: Populations (6 Hours)
Populations, Discrete random variables, Random wvalues generation, Sampling, Families of distributions,
Central limit theorem, Statistical Inference - Significance tests, Estimation, Confidence intervals, Bavesian
analysis.

UNIT-IV: Confidence Intervals (6 Hours)
Confidence intervals for a population proportion, p - population mean, Other confidence intervals,
Confidence intervals for differences, Confidence intervals for the median, Significance test - Significance
test for a population proportion, Significance test for the mean (t-tesks), Significance tests and confidence
intervals, Significance tests for the median,

UNIT-V: Goodness of Fit (&6 Hours)
The chi-squared goodness-of-fit test, The multinomial distribution, Pearson’s yi-statistic, chi-squared test
of independence and homaogenaity, Goodnass-of-fit tests for continuous distributions, ANOVA - Dne-way
ANCAVA, Using fm for ANCVA,

Total Hours: 30

TEXT BOOKS:

1. John Verzani, Using R for Introductory Statistics, CRC Press, 20 Edition, 2014,

2. Sudha G Purchit, Sharad D Gore, Shailaja R Deshmukh, Statistics Using R, Marosa Publishing houss,
2™ Edition, 2015,

REFERENCE BOOKS:
1. Francisco Juretig, R Statistics Cookbook, Packt Publishing, 1* Edition, 2019,
2. Prabhanjan M. Tattar, Suresh Ramaiah, B. G, Manjunath, A Course in Statistics with R, Wiley, 2018.
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